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ABSTRACT:_In this paper we consider practical exponential tracking of nonlinear time-invariant digital
systems. The definition of practical exponential tracking is introduced. Based on the definition we
give and prove criterion and control algorithm that ensures practical exponential tracking.
imulations of the proposed control algorithm are performed, where a manipulator with three
ggtational joints (three DOF) is used as an object. The results of the simulation verify the proposed
eory.
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INTRODUCTION

For many technical objects it is typical that their desired dynamic behavior is time varying and
that the disturbances act upon them. In this case, the task of the control is to ensure a required
closeness between the actual and desired behavior of the controlled plant (object). Briefly, the
control has to ensure a kind of tracking, even in circumstances, when disturbances act on the object.

There exist different concepts of tracking: the absolute tracking concept (established by Gruji¢
and Porter, [2]), the Lyapunov tracking concept (introduced by Gruji¢ in the references [5] through
[10] of the paper [3]) and practical tracking concept (defined also by Gruji¢, [3]). Besides these
concepts, there exists k™ order tracking [5], which incorporates the previous tracking concepts.

Practical tracking was introduced by Grujic, firstly for the continuous-time systems [3], and
then for the discrete-time systems, [4]. Later, this concept was developed in papers [6], [7], given by
the same author. Further contributions to the theory of practical tracking were given in [8] for
continuous systems, in [10,12] for digital systems and in [11] for hybrid systems.

Tracking in the sense of Lyapunov requires the existence of a A neighborhood of an initial
desired output y,, such that for each initial output y, from that neighborhood, the real object

output y(t) converges to the desired output y, (t), as time increases infinitely, or mathematically

AA> 0 [[y40 = o] < A = lim]y, (1) - y(0)] = 0.

This is the classical, widely known and used tracking property called asymptotic tracking, or
simply, tracking.

Different from the Lyapunov tracking concept, the practical tracking concept takes into account
all technical and construction constraints of a real object, as well as the object behavior over a
prespecified (possibly finite) time interval. This concept starts with the following prespecified (or to
be determined) sets of output errors (which are connected neighborhoods of the zero error value): the

set of initial errors E,, the set of actual errors E, and the set of final errors E,. . Based on these

sets and the set of desired outputs S we calculate the appropriate sets of the admitted real

yd
outputs Y,(t), Y,(t) and Y,.(t). Now, the practical tracking is achieved if there exist control u(t)
that to transfer the system real output y(t) from a set of initial outputs Y,(t) to a set of final
outputs Y,.(t), during the predefined or to be determined, time 7, (t<€[0,7[),z €R", so that the

system real output must not leave the set of the permitted instantaneous actual outputs Y, (t) At
the same time, disturbances and controls should belong to the, in advance, permitted and realizable

sets, S, and S, respectively.
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Depending on the desired change of the instantaneous output errors e(t) and their

convergence from the initial to the final values, we distinguish several types of practical tracking,
[10,11,12]. If that change is exponential, then it is the practical exponential tracking.
NOTATION

— B eR"™ m<n;amatrix describing the transmission of control action,

- ekie;y,(),u(),z()]=e(k)=e, €eR", r<m, e, =y,(k)—y(k); the time evolutions of the
output error vector e related to e, =e(0)eR", u(k),z(k), y,(k)at the time ke Z,,

- E, € R", (y=1.4> the sets of all admitted e, (closed connected neighborhood of zero error 0,)

on the time sets {0} and Z, respectively,

€y = min{e tee E(_)} and vy = max{e ‘ee E(_) }, =145 minimum and maximum respectively,

taken for each element of the error vector e, so that, for example € = (e O ()1 " e )T ,

(y=m.u and for each ith,ie[l,r], component e, <e, <e,, hold,

- keZ,; the discrete time, the real time is t=kT, T=t,,—-t, isthe sample period. At the
initial moment k =4k, =0,

- s(y)=[sign(y,),...,sign(y.)]"; the vector function, the elements of which are signs of the

components of the output vector y(-),

- §,.S,and S_; the sets of all accepted desired outputs y, (), realizable controls u(-) and

permitted disturbances z(-) over the time set Z,, respectively ,

- u()eR", u, <u()<u, ; the control vector, u,, u, are the minimum and the maximum of
admitted control u(-) over the time set Z, , respectively,

- v(-); the vector function from the Lurie class of functions v(~)e N(L), so that next conditions
are satisfied: (i) v(-) is continuous on R, (ii) v(0)=0 and (iii) % el, LelL,AL], where
are: L, =ah’ag{l11 L, ---lrl}, AL =L, = ah’ag{l12 L, ---1,2} and A :diag{al a,---a}; a,>1 so that
forevery i=1,2,---,r are valid [, <[,<o ,

- kv v, ()u(),z()]=y(k) =y, eR"; the real output response, which is, at the instant keZ, ,
equal to the real output vector at the same time,

- Y (k) =Y lky,(k);E 1={y : y(k)=y,(k)—e(k),e(k)e E}, = ,; the set functions of all

admitted vector functions y with respect toy, and E on the appropriate time sets

(> (714
{0},Z, , respectively,
- z(): Z, - R?”; the disturbance vector function defined on the time set Z, ,

- Z,=[0,n,[,n, € N; the discrete time set, n, is the discrete time up to which tracking is realized
- B,y €R" and next are valid: 1< <o and B<y <o
T = digelntt y_—l} :

1“—a’lag{71 ;

7
- 1=( 1 ... 1" ; the unity vector of appropriate dimension

PROBLEM STATEMENT
In this paper we consider a digital system (called plant), which consists of an object together
with all sensors and actuators, and whose mathematical model is described by a vector difference
equation as’
STy >k +1),..oox(h + @), (k)] = Bb[u(k)]] ”
y(k) = glx(k), z(k)],
where xeR",zeR”,ueR"™,yeR" are the state, disturbance, input and output vectors,

respectively. The vector functions f:R“""xR” 5R" g:R"xR” >R’ and bh:R"™ —-R",

'it is easy to prove that the system could be expressed in usual form: state equation and output equation, [10]
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describe the system internal dynamics, output and control function, respectively. These functions
satisfy the usual smoothness properties.

Firstly, we define perfect tracking and give an assumption.

Definition 1 (Perfect tracking [4]). The plant (1) exhibits perfect tracking if and only if
y(k) =y, (k) is satisfied for every keZ, .

Assumption 1: There exist matrices C € R"™"and F € R"™ such that are det(CB)= 0 and
det(FF')# 0.

This means that the matrices B and C have the full rank, rankB=rankC =
min(m,n)z m<n? The requirement expresses the necessary condition for a simultaneous
independent control of m different output variables.

From the above definition, the necessary condition for perfect tracking is y, =y,, - In this
case the corresponding control function, obtained from (1), is determined by

bluy (k)]1= (CB) ' CLf (xy (k), x (k +1), ..., x, (k + ), 2, (k)]
where the index , denotes nominal values of state, disturbance and control vectors, x,,z,,u, ,
respectively.

However, tracking is not perfect as soon as y, # y,,, or equivalently e, #0,, i.e. desired and

actual output in the initial moment (k=0) are not the same. Therefore it is necessary to correct the
previous nominal control law. Evidently, the correction should be related to the instantaneous error

e(k)=y,(k)— y(k), such that control at k th instant of time becomes
blu(k)] = (CB) "' C- flx(k), x(k +1),...,x(k + @), z(k)]+ F" (FF")™" - ple(k)],
where a vector function p(-) denotes this correction, and the matrix F € R"™™ is such that

det(FF") # 0°. The vector function p € R”, has the same dimension as the output vector y(-) and

depends on the error e(-) (and/or on its derivatives and/or on its integral). The matrix F adjusts
dimension of the above equation.

By selecting the appropriate function ple(k)], the manner of the output error change (from
the initial to the final value) is determined, and, consequently, required quality of tracking also. In
this paper is given an algorithm that ensures exponential change of the error from the e(0) € E, to
the e(n,)e E =E.

In order for the plant (1) to accomplish practical exponential tracking the following assumptions
must be satisfied:

Assumption 2: All the components of the output vector y(k) and of the disturbance vector
z(k) are measurable at every instant ke Z, .

Assumption 3: Each component of the state vector x(k) is measurable® or could be calculated
as x(k) = g'[y(k),z(k)]. The components of the state vector x(k+i), i=1,---,a are known for all
keZ,

Assumption 4: The vector functions: of the internal dynamic f(.) , of the output g(-) and of
the control b(-) are well defined. There exist the inverse function b'(-) of the vector function
b() related to u(k) and it is unique, i.e. u(k)=b'[b(u(k))] .

DEFINITION OF PRACTICAL EXPONENTIAL TRACKING
Definition 2 The plant (1) controlled by u()e S, exhibits practical exponential tracking with

respect to {np,A, B.Y,().7,(), Syd,Sz}, if and only if for every [y,().z()]e S, xS. there exists a
control u(-)e S, suchthat y, €Y, (y,;E,) implies
ks pgs v, (Jul)z(N e Y, k), Vke Z,, (2)

2 for each real system condition m < n is always satisfied, or other words, the number inputs is never greater than
the number of states.

3this is possible due to r<m , so that is rank (FF" )= r
“if all components of vector x(k) are measurable, then measurability of the output vector y(k) in the
assumption 3 may be omitted, because y(k) = g[x(k),z(k)]
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and that for every [i,k]e {1, 2,---,r}>< Z,  the
following’:
yi(k)zydf(k)_ai(ydio_yfo)ﬂ_ka Yaio Z Vios (3)
yi(k)gydi(k)_ai(ydio_yio)ﬂik’ Yao < Vig» (4

EASE ot | () hold.
o (Vao—vo)B " “ e The definition of practical exponential tracking
\ A for continuous-time system firstly® is given in [8],
7 while the definition of practical exponential tracking
* = for digital systems (see Figure 1) is initially given in

[10]. Both definitions are given with respect to the

Figure 1. Practical exponential tracking output vector space

CRITERION AND ALGORITHM
In the criterion and algorithm, which follow below, we will use a vector functions v(-), that

belong to a class of functions V , often called "aggregate functions” [1]. These functions can, but need
not, be in general Lyapunov functions. Herein, they are not Lyapunov functions because they belong to
the Lurie class of functions’ N(L), that are defined in Section 2.

Lemma
Lemma 1: Let the discrete time system be given by a scalar difference equation

Xt = X —%xh x,€R, keZ 6 oe[l+o. (5)

The motion x(;k,;x,) of the system (5) is unique and continuous in x, through every
(ky»x,) € Z, xR and it is determined by

x(k; kg, xy ) = x,807¢H, (6)

e,a,-luA Proof of lemma 1: Let be x, =cA*; c,A€R; c#0,4>0,
J than it follows that is x,, =cA*"'. Substituting both to the
v, (e) equation (5), we obtain
o (k) i/ | //11: cﬂ’(ﬁ -1+ %} =0=>1=5",
el, (%) ¢"  so that is x, =cd™*, where ¢ is unknown constant. This
—T v, (e) constant we determine using initial conditions. If k =k, then
it is x,=x,, S0 that is ¢=¢5%. Thus, the solution of the
’ eol, equation (5) is
Figure 2. Functions from a class V X, = x(ks kg, x,) = x, 6.
Therefore, the above lemma is proved.

Criterion
Theorem 1: In order for the plant (1) controlled by u() € S, to exhibit practical exponential

tracking with respect to {n,,A,B.Y,()Y,()S,,.S.} it is sufficient that for the function v(),
w()e N(L), Le[L,AL], the control u() ensures®:

Av[e(k)] = —Fv[e(k)], V[k, €V, (), z()] €Z,xE xS xS, (7)
and that for every ic {1, 2,---,r}

e e,
Zimd < oy < TIMA (8)

i
eim] eiM]

holds.

by y,(k) is denoted y,[k;y,;,().u(-).z()]

Sdefinition of exponential tracking is the first given in [9], but for other types of tracking

“some of functions that belong to the Lurie class are:sin("), (-) e[~z /2,7/2], sinh() , tanh(-), |()[" sign(-), (), **-
whereis ()eR

8in the next equations by A is denoted first finite difference and e(k) = e(k,eo »Va ,u(-), z())
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Proof of Theorem 1: Let us observe the behavior of the system (7) for arbitrary values of the
desired output vector y,()e S, , of the disturbance vector z(-)eS., of the initial error vector
e, € E, and for an arbitrary component i,i € {1,2,...,r}. Now, according to the definition of the
matrix T, the vector equation (7) can be expressed in the scalar form, for the i th component , as

=1
Avfe,(k)]= =2 v e, (k)] (9)
Y

The solution of this equation, according to the Lemma 1, becomes
vile (k)= vior . (10)
Further, we analyze the behavior of the system (7) for various values of the initial error e,

and for Vk e Z . First we consider the case when it is e,; >0 :

Since, for the Lurie class of the functions v(-) € N(L) the following is valid (see Figure 2),

lliei <V, (ei ) = ailliei ’ (11)
what together with 3 <y, < (see definitions in Section 2.) and (10) gives
€ (k) <eay " <epa (12)
Since e, <e,, Is true, then the above equation becomes
e(k)< et (13)
Based on the equations (8) and (13) we find
ei(k)S e, B VkeZ,. (14)

This equation expresses exponential decreasing of the error e.(-) from the initial value e, to
the zero value, consequently the error e, (k) remains into the set E,,. According to the definition of

the set Y, , that means

y[k;yo;yd(~),u('),2(~)]EYA(k), VkeZ,. (15)
Therefore, the first condition of the Definition 2 is satisfied.
Now, using the equation (12), and replacing e, (k) and e, with y, (k)y—y,(k) and y, —y,
, respectively, we get

J/i(k)ZJ/di(k)_ai(J’dio _J’io)ﬂika YVaio Z Vio- (16)
In the similar way, for the case e, <0, we obtain
ks vo: va (hul)z(Ne v, (k). Vke Z,, (17)
and
y;(k) < ydi(k)_ ai(ydio - yio)ﬂika Yaio < Vio- (18)

Thus, we found out that the equations (15), (16), (17) and (18) are valid for an arbitrarily
chosen  [e,,i,y,(),z()]€ E; x{1,2,---,r}x§ ,xS_, and consequently for each mentioned value.
Accordingly, we may finally conclude that the plant (1) exhibits practical exponential tracking in the
sense of the Definition 2. Therefore, the theorem is proved.

Algorithm

Theorem 2: Let the assumptions (1-4) hold, and let the set S, = {u():u,1<u(k)<u,1}, with

the control function

blui)]=(CB) ' C- flx(k), -, x(k + @), z(0) ]+ FT (FF" ) {Ave(k — )]+ Tve(k — 1)1},

(19)
V[k,eo,yd(-),z(-)] €Z,xE; x Syd xS,
where is v()e N(L), Le [LI,ALI] .
The plant (1) controlled by u()e S, exhibits practical exponential tracking with respect to
A, BY, (Y, (),S,,,S.} if forevery ie{l,2,,r}
Cima <a, < eiM. (20)

eiml eiM[

holds.
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Proof of Theorem 2: Multiplying the first equation of the system (1) by the matrix (CB)"'C
from left-hand side, we get

blu(k)]=(CBY ' C- fx(k), -, x(k + @), z(k)] (21)
Subtracting this equation from the equation (19) we obtain
FT(FF™ " {Ave(k — )]+ T ve(k —1)]} = 0. (22)

After multiplying the above equation by matrix F from the left-hand side and shifting it by

one sampling period we have
Av[e(k)] =-T v[e(k)], ‘v’[k, €V, (), z()] eZ xE, x Syd xS.. (23)

This equation together with the condition (20) and the proof of the Theorem 1 proves this Theorem.
SIMULATION RESULTS

For simulation of control algorithm that is proposed in Theorem 2, we use the manipulator with
three rotating joints (three DOF), see Figure 3. Based on the technical features and the desired output
behavior we adopt next values:

e the time of tracking 7 =1.5sec; the sample period T =10"sec (it is selected by using
Shenon’s Theorem and linearized model of the manipulator). Based on this time we define discrete
time n, and the time set Z, as: n, =1500, Z, =[0,n [,

e the desired dynamical behavior of the output is determined by the set

Y1, = 0.9 cos(Z)e "
S =1Ya + Ya(O) =] ¥y, =1.2sin(F)e™"
Vg =0.8+0.2¢

e the desired quality of tracking over selected time set Z, is

determined by the initial E, and the actual E, output error

sets as:
~0.10 0.10
E =E,={e:|-0.08|<e<|0.08
~0.05 0.05

where e, =(~0.08 0.06 0.04)" is selected initial output error

vector’. 5

e the sets of admitted disturbances S_. and realizable controls Fiéure 3. Manipulator with
S, are given as: three rotating joints

Z

S, =4z :z(t)=| z, |}[N]

z

Z3
where components of the vector z are:
0 , <05
z,=4-20 , 05<¢<1
-5 t>1

z, = =50e™* cos (3t)sign [sin (107)]
z, = —10 + 20 sin(%t)

and the set S, is
S, ={u : =160 <u(t) <160 Nm]
o the manner of the exponential changes of the output error vector (from the initial value toward

®all dimension of the output errors are in [m]
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the zero value) is determined by the values of the next coefficients: o =a,=a,=1 and

£ =1.002. Based on these values we select coefficients y,, as: y, =p, y,=1.024,y,=1.015.
Further, using these data we calculate matrices A and T" as:
A = diag{l 1 1} and
I = diag{0.0020 0.0216 0.0119}.
in this example matrix B =diag(40 40 20), the matrix F we determine (see [10] and its
references) as F =[J(q)A(q)"'B]"', where matrix J(q) isJacobian and A(q) is matrix of inertia.
The vector q=(q, q, ¢q,)' has components ¢, i=12,3, where ¢, are free rotation angles of
the joints. Also, in the above proposed algorithm as aggregate function v €V , for each component
of the output error vector, we use function v = mSign(-) so that is v,[e, (k)] = sign(e, (k))m .

The results of the simulation of the proposed algorithm in Theorem 2, by using above selected
data, are given in Figure 4.

Change of the disturbances

20 Changej of the disturl?ances 20

Ny Ny

l\'la' ‘\fl

O S e 0 R 1
Z Z
Z Z
Z3 Z3

0.5 timet 1 1.5 0.5 timet 1 1.5

15 Change of the outputs 15 Change of the outputs
= =
= =

: ‘ ‘ -0.5 ‘ ‘
0 05 timet 1 1.5 0 05 timet 1 1.5
Figure 4. Results of simulations of the proposed algoritm in Theorem 2
CONCLUSIONS

In the paper we consider practical tracking of nonlinear time-invariant digital system. We give
and prove the criterion and the control algorithm that ensure practical exponential tracking. The
tracking properties are realized with respect to the prespecified sets of the times, of the permitted
outputs and of the errors, of the admitted disturbances and of the realizable controls. The controls
are synthesized using a digital computer which plays a role of a controller, and using negative output
feedback principle, also.

From the results of the simulation, we see that the control which is based on the proposed
algorithm forces the plant to exhibit practical exponential tracking and verifies the above proposed
theory.
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