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ABSTRACT: Nonlinear phenomena play a crucial role in applied mathematics and engineering. In this 
paper, the Reconstruction of Variational Iteration Method (RVIM) is used to solve the Cauchy problem. 
The new applied algorithm is a powerful and efficient technique in finding solutions for the linear and 
nonlinear equations using only few terms. The method used gives rapidly convergent successive 
approximations. As stated before, we aim to obtain analytical solutions to problems. We also aim to 
confirm that the reconstruction of variational iteration method is powerful, efficient, and promising 
in handling scientific and engineering problems. The Reconstruction of Variational Iteration Method 
(RVIM) technique is independent of any small parameters at all. Besides, it provides us with a simple 
way to ensure the convergence of solution series, so that we can always get accurate enough 
approximations. Some examples are given to elucidate the solution procedure and reliability of the 
obtained results. 
KEYWORDS: Reconstruction of Variational Iteration Method, Cauchy problem, Inviscid Burgers' equation, 
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INTRODUCTION 

Nonlinear phenomena play a crucial role in applied mathematics and engineering. The theory of 
nonlinear problems has recently undergone many studies. Various approximation methods have been 
used for complex equations. In recent years, several such techniques have drawn special attention, 
such as Hirota's bilinear method [1], the homogeneous balance method [2-3], inverse scattering 
method [4], Adomian's decomposition method ADM [5,6], the variational iteration method [7,8] the �-
expansion method [9], as well as homotopy analysis method (HAM). After that, many types of 
nonlinear problems were solved by the HAM by others [10].  

One of the newest approximation methods is Reconstruction of variational iteration method 
[11-15]. This new applied algorithm is a powerful and efficient technique in finding the approximate 
solutions for the linear and nonlinear equations. RVIM as a method that based on Laplace transform 
has high rapid convergence and reduces the size of calculations using only few terms, so many linear 
and nonlinear equations can be solved by this method. The method used gives rapidly convergent 
successive approximations. As stated before, we aim to obtain analytical solutions to problems. We 
also aim to confirm that the reconstruction of variational iteration method is powerful, efficient, and 
promising in handling scientific and engineering problems.  

The RVIM technique is independent of any small parameters at all. Besides, it provides us with a 
simple way to ensure the convergence of solution series, so that we can always get accurate enough 
approximations. The RVIM technique has been successfully applied to many nonlinear problems in 
science and engineering. All of these verify the great potential and validity of the RVIM technique for 
strongly nonlinear problems in science and engineering. 

In this paper, we use the method to discuss the first-order partial differential equation in the 
form [16]: 

0t,Rx),x()t,x(u)t,x(a)t,x(u xt >∈=+ ψ                                   (1) 
 Rx),x()0,x(u ∈=ϕ                                                          (2) 

When a)t,x(a =  is a constant and 0)x( =ψ  Eq. (1) is a linear equation called the transport 
equation which can describe many interesting phenomena such as the spread of AIDS, the moving of 
wind.  

When )t,x(u)t,x(a = the equation is called the inviscid Burgers' equation arising in one-
dimensional stream of particles or fluid having zero viscosity. 
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DESCRIPTION OF THE NEW METHOD 
To clarify the basic ideas of our proposed method in [19], we consider the following differential 

equation same as VIM based on Lagrange multiplier [20]: 
)x,,x(f)x,,x(Nu)x,,x(Lu k1k1k1 LLL =+                    (3) 

By suppose that  

∑=
=

k

i ixik xuLxxLu
01 )(),,( L

                      (4) 
where L is a linear operator, N a nonlinear operator and f an inhomogeneous term.  

We can rewrite equation (3) down a correction functional as follows: 

44444444 344444444 21
LL

LL ))kx,,1x(u),kx,,1x((h

k

ji
0i ixik1k1jxj )x(uL)x,,x(Nu)x,,x(f)x(uL ∑

≠
=−−=                          (5) 

therefore 
))x,,x(u),x,,x((h)x(uL k1k1jxj LL=                     (6) 

With artificial initial conditions being zero regarding the independent variable xj . 
By taking Laplace transform of both sides of the equation (6) in the usual way and using the 

artificial initial conditions, we obtain the result as follows 
)u),x,x,s,x,,x((H)x,x,s,x,,x(U).s(P k1i1i1k1i1i1 +−+− = LL           (7) 

where P(s) is a polynomial with the degree of the highest derivative in equation (7), (the same as the 
highest order of the linear operator L xj). The following relations are possible;  

H[h] =l          (8-a) 

P(s)
1B(s)=                         (8-b) 

B(s))][b(xi =l                        (8-c) 

Which that in equation (8-a) the function )u),x,x,s,x,,x((H k1i1i1 +−L  and )u),x,x,x,x,,x((h k1ii1i1 +−L  
have been abbreviated as respectively. 

Hence, rewrite the equation (7) as; 
)s(B).u),x,x,s,x,,x((H)x,x,s,x,,x(U k1i1i1k1i1i1 +−+− = LL                (9)   

Now, by applying the inverse Laplace Transform on both sides of equation (9) and by using the 
(8-a) - (8-c), we have; 

τττ d)x(b).u),x,x,,x,,x((h),xx,x,x,,u(x ik1i1i1
ix

0k1ii1-i1 −= +−+ ∫ LL                 (10) 

Now, we must impose the actual initial conditions to obtain the solution of the equation (3). 
Thus, we have the following iteration formulation: 

τττ d)x(b).u),x,x,,x,,x((h

),xx,x,x,,(xu),xx,x,x,,(xu

ik1i1i1
ix

0

k1ii1-i10k1ii1-i11n

−+

=

+−

+++

∫ L

LL

                     (11) 

where u0 is initial solution with or without unknown parameters.  
Assuming u0 is the solution of ¸Lu with initial/boundary conditions of the main problem, In case 

of no unknown parameters, should satisfy initial/ boundary conditions. When some unknown 
parameters are involved in u0, the unknown parameters can be identified by initial/boundary 
conditions after few iterations, this technology is very effective in dealing with boundary problems. It 
is worth mentioning that, in fact, the Lagrange multiplier in the He's variational iteration method is 

)x(b)( i ττλ −=  as shown in [19]. 
The initial values are usually used for selecting the zeroth approximation. With u0 determined, 

then several approximations un n>0, follow immediately. Consequently, the exact solution may be 
obtained by using 

).,xx,x,x,,(xulim),xx,x,x,,u(x k1ii1-i1nnk1ii1-i1 +∞→+ = LL                         (12) 
In what follows, we will apply the RVIM method to homogeneous/non-homogeneous parabolic 

partial differential equations to illustrate the strength of the method and to establish exact solutions 
for these problems. 
APPLICATION 

Since our focus is on the ideas and basic principles, we shall consider only the simplest possible 
equations to clearly illustrate the solution procedure. In particular, we will focus on pure Cauchy 
problems. These problems are initial value problems. 
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Example1. Consider the transport equation [16-18]: 
0t,Rx,0)t,x(au)t,x(u xt >∈=+                           (13) 

Subject to the initial conditions: 
Rx,x)0,x(u 2 ∈=                       (14) 

By selection of auxiliary linear operator, so the Eq. (13) is rewritten as 

{ }
876

l

)u,,x(h

xt )au(u)t,x(u
ε

−==                                        (15) 
Now Laplace transform is implemented with respect to independent variable x on both sides of 

eq. (15) and by using the new artificial initial condition (which all of them are zero) we have  
{ })u,t,x(h)t,x(s l=∪                                                          (16)                   

                                                        
{ }
s

)u,t,x(h)t,x( l
=∪                                                           (17)                   

and whereas Laplace inverse transform of 1/s is as follows  

1]
s
1[1 =−l                                                                  (18)                   

Therefore by using the Laplace inverse transform and convolution theorem it is concluded that 

∫=
t

0

d)u,,x(h)t,x(u εε                                                          (19) 

Therefore, by using the Eq. (10), (11) one can obtain the following RVIM's iteration formula in 
the t-direction 

∫−=+

t

0
xn01n dau)t,x(u)t,x(u ε                 (20) 

Now we start with an arbitrary initial approximation 2
0 x)t,x(u = , that satisfies the initial 

condition and by using the RVIM iteration formula (20), we have the following successive 
approximation 

222
1 taatx2x)t,x(u +−=           (21) 

222
2 taatx2x)t,x(u +−=                      (22) 

222
3 taatx2x)t,x(u +−=           (23) 

Whereas, the RVIM method admits the use of 
t),(x,ulimt)u(x, nn ∞→=  

which gives the exact solution 
222 taatx2x)t,x(u +−=             (24) 

Example 2. Consider the nonlinear Cauchy problem [17] 
0t,Rx,0)t,x(xu)t,x(u xt >∈=+                 (25) 

Subject to the initial conditions: 
Rx,x)0,x(u 2 ∈=                     (26) 

Such as previous examples, for implementation of the RVIM technique, first of all we need to 
choose the auxiliary linear operator as 

{ }
876

l

)u,,x(h

xt )xu(u)t,x(u
ε

−==                                                         (27) 
Accordingly, after taking Laplace Transform by using the artificial initial condition as in [19], on 

both side of Eq. (25), the following RVIM iteration formula in the t-direction can be obtained 

 ∫−=+

t

0
xn01n dxu)t,x(u)t,x(u ε                                                  (28) 

By the RVIM'S recurrent formula in Eq. (28), the terms of the sequence {un} are constructed as follows, 
so that we choose its initial approximate solution as 2

0 x)t,x(u = .  

 22
1 tx2x)t,x(u −=                                 (29) 

 2222
2 xt2tx2x)t,x(u +−=                 (30) 

232222
2 xt

3
4xt2tx2x)t,x(u ++−=          (31) 
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The next terms of {un} can be determined in a similar way and we can construct the nth 
approximation  as 

 t22ex)t,x(u −=                                (32) 
The approximation obtained by RVIM procedure converges to the exact solution. 
Example3. Now we solve the following non-homogeneous Cauchy problem [17] 

0t,Rx,x)t,x(u)t,x(u xt >∈=+                              (33) 

Rx,e)0,x(u x ∈=  
To apply RVIM to this equation with initial and boundary conditions, according to (5) and (6), we 

have 

{ }
48476

l

)u,,x(h

xt )xu(u)t,x(u
ε

+−==                                (34) 
Therefore, as previous Examples the RVIM iterative formula can be expressed as: 

 ∫−=+

t

0
xn01n dxu)t,x(u)t,x(u ε                                          (35) 

With the aid of the initial approximation x
0 e)t,x(u = and using the RVIM iteration, we can 

obtain directly the rest of the other components as follows 
txtee)t,x(u xx

1 +−=                                           (36) 

2x
2

xx
2 te

2
ttxtee)t,x(u +−+−=                                                (37) 

6
tete

2
ttxtee)t,x(u

6
x2x

2
xx

3 −+−+−=                                           (38) 

The RVIM admits the use of t),(x,ulimt)u(x, nn ∞→= which gives the exact solution 

txe)
2
tx(t)t,x(u −+−=                         (39) 

Example4. Consider the inviscid Burgers' equation [17, 18]  
0t,Rx,x)t,x(u)t,x(u)t,x(u xt >∈=+                          (40) 

Rx,x)0,x(u ∈=  
To implementation of the RVIM method to this differential equation with initial and boundary 

conditions, according to (5) and (6), the auxiliary linear operator is selected as 

{ }
876

l

)u,,x(h

xt )uu(u)t,x(u
ε

−==             (41) 
Therefore, as previous Examples the RVIM iterative formula can be expressed as: 

∫−=+

t

0
xn01n duu)t,x(u)t,x(u ε                           (42) 

We start with an initial approximation x)t,x(u0 = ; by the iteration formula (42), we can obtain 
the first few components as follows 

 txx)t,x(u1 −=                     (43) 

3
xtxttxx)t,x(u
3

2
2 −+−=                                      (44) 

 
63
xt

9
xt2

3
xt2

3
xt2

3
xtxttxx)t,x(u

76543
2

3 −+−+−+−=                (45) 

and the rest of the components are obtained using the iteration formula (41) and the solution in 
closed form is given by. Recall that t),(x,ulimt)u(x, nn ∞→=  

Consequently, the exact solutions 

 .
t1
x)t,x(u
−

=                                                  (46)  

CONCLUSIONS 
There are two main goals that we aimed for this work. The first is employing the powerful 

Reconstruction of the variational iteration to investigate Cauchy problems and the second one is 
showing the power of this method and its significant features. The two goals are achieved. 
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It is obvious that the method gives rapidly convergent successive approximations without any 
restrictive assumptions or transformation that may change the physical behavior of the problem. 
Reconstruction of the variational iteration gives several successive approximations through using the 
RVIM's iteration relation. Moreover, the RVIM reduces the size of calculations by not requiring the 
tedious Adomian polynomials, and hence the iteration is direct and straightforward. The RVIM uses 
the initial values for selecting the zeroth approximation, and boundary conditions, when given for 
bounded domains, can be used for justification only. 

A clear conclusion can be drawn from the results that Reconstruction of the variational 
iteration method provides us an efficient tool to obtaining exact solutions of partial differential 
equations 
REFERENCES 
[1.] X.B. Hu, Y.T. Wu, Application of the Hirota bilinear formalism to a new integrable differential-

difference equation, Phys. Lett. A 246 (1998) 523-529. 
[2.] E. Fan, Two new applications of the homogeneous balance method, Phys. Lett. A 256 (2000) 353-

357. 
[3.] M. Wang, Y. Zhou, Z. Li, Applications of a homogeneous balance method to exact solution of 

nonlinear equations in mathematical physics, Phys. Lett. A 216 (1996) 67-75. 
[4.] V.O. Vakhnenko, E.J. Parkes, A.J. Morrison, A Bäcklund transformation and the inverse 

scattering transform method for the generalized Vakhnenko equation, Chaos Solitons Fractals 
17 (2003) 683-692. 

[5.] G. Adomian, Nonlinear dissipative wave equations, Appl. Math. Lett. 11 (1998) 125-126. 
[6.] G. Adomian, R. Rach, Modified decomposition solution of linear and nonlinear boundary-value 

problems, Nonlinear Anal. 23 (1994) 615-619. 
[7.] M.T. Darvishi, F. Khani, A. A. Soliman, The numerical simulation for stiff systems of ordinary 

differential equations, Comput. Math. Appl. 54 (2007) 1055-1063. 
[8.] A. Nikkar, M. Mighani, Application of VIM for Solving Seventh-Order Differential 

Equations” American Journal ofComputational and Applied Mathematics, 2(1) (2012) 37-40 
[9.] A.V. Karmishin, A.I. Zhukov, V.G. Kolosov, Methods of Dynamics Calculation and Testing for 

Thin-walled Structures, Mashinostroyenie, Moscow, 1990. 
[10.] Y. Khan, R. Taghipour, M. Fallahian, A. Nikkar, A new approach to modified regularized long 

wave equation , Neural Computing & Applications, (26 July 2012), pp.1-7, doi. 10.1007/s00521-
012-1077-0  

[11.] A. Nikkar, “A new approach for solving Gas dynamics equation.” Acta Technica Corviniensis–
Bulletin of Engineering, 2012, 4:113-116. 

[12.] A. Nikkar, J. Vahidi, M. Jafarnejad Ghomi, M. Mighani, Reconstruction of variation Iteration 
Method for Solving Fifth Order Caudrey-Dodd-Gibbon (CDG) Equation, International journal of 
Science and Engineering Investigations, 2012, 1(6): 38-41. 

[13.] A. Nikkar, Z. Mighani, S.M. Saghebian, S.B. Nojabaei and M. Daie, Development and validation 
of an analytical method to the solution of modelling the pollution of a system of lakes. Res. J. 
Appl. Sci. Eng. Technol., 5(1) (2013) 296-302. 

[14.] S. Ghasempoor, J. Vahidi, A. Nikkar, M. Mighani, Analytical approach to some highly nonlinear 
equations by means of the RVIM, Res. J. Appl. Sci. Eng. Technol.,  5(1) (2013) 339-345. 

[15.] A. A. Imani, D. D. Ganji, Houman B. Rokni, H. Latifizadeh, E. Hesameddini, M. Hadi Rafiee, 
Approximate traveling wave solution for shallow water wave equation, Applied Mathematical 
Modelling, 36(4) (2012) 1550-1557. 

[16.] F. Khani, M. Ahmadzadeh Raji, H. Hamedi Nejad, Analytical solutions and efficiency of the 
nonlinear fin problem with temperature-dependent thermal conductivity and heat transfer 
coefficient, Commun. Nonlinear Sci. Numer. Simul. 14 (2009) 3327-3338. 

[17.] A. Molabahrami, F. Khani, The homotopy analysis method to solve the Burgers-Huxley equation, 
Nonlinear Anal. RWA 10 (2) (2009) 589-600. 

[18.] M. Sajid, I. Ahmad, T. Hayat, M. Ayub, Unsteady flow and heat transfer of a second grade fluid 
over a stretching sheet, Commun. Nonlinear Sci. Numer. Simul. 14 (1) (2009) 96-108. 

[19.] F. Khani, M. Ahmadzadeh Raji, S. Hamedi-Nezhad, A series solution of the fin problem with a 
temperature-dependent thermal conductivity, Commun. Nonlinear Sci. Numer. Simul. 14 (2009) 
3007_3017. 

[20.] F. Khani, A. Farmany, M. Ahmadzadeh Raji, A. Aziz, F. Samadi, Analytic solution for heat 
transfer of a third grade viscoelastic fluid in non-Darcy porous media with thermophysical 
effects, Commun. Nonlinear Sci. Numer. Simul. (2009) doi:10.1016/j.cnsns.2009.01.031. 

[21.] F. Khani, A. Aziz, Thermal analysis of a longitudinal trapezoidal fin with temperature 
dependent thermal conductivity and heat transfer coefficient, Commun. Nonlinear Sci. Numer. 
Simul (2009), doi:10.1016 .2009.04.028. 



ANNALS OF FACULTY ENGINEERING HUNEDOARA – International Journal Of Engineering 

Tome XI (Year 2013). Fascicule 2. ISSN 1584 – 2665 232 

[22.] R.C. McOwen, Partial Differential Equations: Methods and Applications, Prentice Hall, Inc., 
1996. 

[23.] A. Tveito, R. Winther, Introduction to Partial Differential Equations, Springer-Verlag, Berlin, 
Heidelberg, 2005. 

[24.] N.H. Asmar, Partial Differential Equations with Fourier Series and Boundary Value Problems, 
Prentice Hall, Inc., 2005. 

[25.] E. Hesameddini, H. Latifizadeh, Reconstruction of Variational Iteration Algorithms using the 
Laplace Transform, Int. J. Nonlinear Sci. Numer. Simul. 10 (2009)1377-1382. 

[26.] A.M. Wazwaz, The variational iteration method: A powerful scheme for handling Linear and 
nonlinear diffusion equations, Computers and Mathematics with Applications, (2007) 933-939. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 
 

ANNALS of Faculty Engineering Hunedoara 
 

 
 

– International Journal of Engineering 
 

copyright © UNIVERSITY POLITEHNICA TIMISOARA,  
FACULTY OF ENGINEERING HUNEDOARA, 

5, REVOLUTIEI, 331128, HUNEDOARA, ROMANIA 
http://annals.fih.upt.ro  

 


