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Abstract: In this paper, the new powerful and efficient technique named Reconstruction of Variational Iteration Method (RVIM) is applied to find the analytic and approximate solutions for nonlinear diffusion equations. The RVIM technique is independent of any small parameters at all. The algorithm overcomes the difficulty arising in calculating nonlinear intricately terms. Besides, it provides us with a simple way to ensure the convergence of solution series, so that we can always get enough accuracy in approximations as well as this method is capable of reducing the size of calculation. The obtained numerical results compared with the analytic solutions show that the method provides remarkable accuracy for different values of time (t) and distance (x).
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1. INTRODUCTION

Differential equations are widely used to describe physical problems. In most cases, the exact solution of these problems may not be available. In addition, it is much easier computing and analyzing these solutions by means of the numerical methods without wasting time or spending money for experimenting problems. Alternatively, the numerical methods can provide approximate solutions rather than the exact solutions. But most of these methods have low accuracy and are highly time consuming. Reaching to a high accurate approximation for linear and nonlinear equations has always been important while it challenges tasks in science and engineering. Therefore several numbers of approximate methods have been established like Homotopy perturbation Method (HPM) Variational Iteration Method (VIM) and many other methods so on each of which has advantages and disadvantages [1-12]. We introduce a new analytical method of nonlinear problems called the reconstruction of variational iteration method, which in the case of comparing with VIM [1-4] and HPM [5-8], not uses Lagrange multiplier as variational methods do and not requires small parameter in equations as the perturbation techniques. RVIM has been shown to solve a large class of nonlinear problems with approximations converging to solutions rapidly, effectively, easily, and accurately. The method used gives rapidly convergent successive approximations. As stated before, we aim to achieve analytic solutions to problems. We also aim to approve that the reconstruction of variational iteration method is powerful, efficient, and promising in handling scientific and engineering problems.

2. BASIC IDEA OF RVIM

For convenience of the reader, to clarify the basic idea of our proposed method in [15], we consider the following differential equation:

\[ Lu(x_1, \cdots, x_n) + Nu(x_1, \cdots, x_n) = f(x_1, \cdots, x_n) \]  

(1)

Suppose that

\[ Lu(x_1, \cdots, x_n) = \sum_{i=0}^{\infty} L_{x_i} u(x_i) \]  

(2)

where \( L \) is a linear operator, \( N \) a nonlinear operator and \( f(x_1, \cdots, x_n) \) an inhomogeneous term.

We can rewrite Eq. (1) as follows:

\[ L_{x_j} u(x_1, \cdots, x_n) = f(x_1, \cdots, x_n) - Nu(x_1, \cdots, x_n) - \sum_{i \neq j}^{\infty} L_{x_i} u(x_i) \]  

(3)

Therefore \( L_{x_j} u(x_1, \cdots, x_n) = w(u(x_1, \cdots, x_n)) \)
The Reconstruction of variational iteration method assumes a series solution for \( u(x,t) \) given by an infinite sum of components

\[
\begin{align*}
\forall \, x, t, \quad u(x_1, \ldots, x_n) &= \lim_{n \to \infty} u_n(x_1, \ldots, x_n) \\
&= \sum_{i=0}^{\infty} v_i(x_1, \ldots, x_n)
\end{align*}
\]

Where \( v_0 \) is the solution of \( Lx^j u = 0 \), with initial conditions of the main problem,

\[
v_1(x_1, \ldots, x_n) = \varphi(v_0), \quad v_{i+1}(x_1, \ldots, x_n) = \phi(\sum_{i=0}^{i-1} v_i(x_1, \ldots, x_n)) - \sum_{i=1}^{i} v_i(x_1, \ldots, x_n), \quad i \geq 1
\]

Which that \( \varphi(v_i) \) is obtained as

\[
Lx^j \varphi(v_i) = w(u(x_1, \ldots, x_n))
\]

Therefore by taking Laplace transform of both sides of the Eq. (4) in the usual way and using the artificial initial conditions equal to zero in case of finding \( \varphi(v_i) \), we obtain the result as follows

\[
P(s) \Phi_i(x_1, \ldots, x_n) = \phi(v_i)
\]

where \( L[\varphi(v_i)] = \Phi_i \), \( P(s) \) is a polynomial with the degree of the highest derivative in Eq. (5), The same as the highest order of the linear operator \( Lx^j \). So that

\[
\begin{align*}
L[w] &= \phi \\
\Psi(s) &= \frac{1}{P(s)} \\
L[\psi(x_i)] &= \Psi(s)
\end{align*}
\]

In Eq. (6-a) the function \( \phi(v_i) \) and \( w \) respectively. So, rewrite Eq. (5) as;

\[
\Phi_i(x_1, \ldots, x_i-1, x_i, x_i+1, x_n) = \phi(v_i)
\]

Now, by applying the inverse Laplace Transform to both sides of Eq. (7) and using the Convolution Theorem, we have;

\[
\varphi(v_i) = \int_0^x w(v_i(x_1, \ldots, x_i-1, x_i+1, x_n)) \psi(x_i - \tau) d\tau
\]

Therefore

\[
u_{n+1}(x_1, \ldots, x_n) = \sum_{i=0}^{n+1} v_i(x_1, \ldots, x_n) = u_0(x_1, \ldots, x_n) + \int_0^x w(u_n(x_1, \ldots, x_i-1, x_i+1, x_n)) \psi(x_i - \tau) d\tau
\]

Identifying the initial approximation of \( u_0 \), the remaining approximations \( u_n \), \( n > 0 \) can be determined such that each terms is determined by using the previous terms, and the approximation of iteration formula entirely will be evaluated. Consequently, the exact solution could be obtained by using:

\[
u = \lim_{n \to \infty} u_n = \lim_{n \to \infty} \sum_{i=0}^{n} v_i
\]

In what follows, we will apply the RVIM method to homogeneous/non-homogeneous, linear and nonlinear diffusion equations to illustrate the strength of this method and to establish exact solutions for these problems.

3. APPLICATION OF RVIM TO DIFFUSION EQUATIONS

In this section, we consider studying the nonlinear diffusion equations [16-19]

Example 1.

\[
\begin{align*}
\frac{u_t}{u} &= \left(\frac{u_x u^2}{x}\right)_x \\
u(x,0) &= \frac{x+a}{2c}
\end{align*}
\]

where \( a \) and \( c \) are arbitrary constants. This equation models a slow diffusion process such as evaporation and melting [15]. Here, auxiliary linear operator is selected as \( L_t u(x,t) = u_t \). By using the Eq. (11) we have the following operator form equation:

\[
L_t u(x,t) = u_t = \frac{w(u(x,t))}{x}
\]

Therefore \( \varphi(v_i) \) is defined as

\[
\varphi(v_i) = \int_0^x w(v_i(x, \tau)) d\tau
\]

Then by using the Eq. (14), the RVIM method formula in t-direction for calculation of the approximate solution of equation (10), can be readily obtained as

\[
u_{n+1}(x, t) = \sum_{i=0}^{n} v_i(x, t) + \int_0^x \left( \frac{u_n(x, \tau)}{x} \right)^2 u_x(x, \tau) d\tau
\]

Whereas, the initial approximation must be satisfy with the following equations
Therefore we begin with \( u_0(x,t) = v_0 = \frac{x+a}{2c} \), accordingly by the equation (15) one can get the higher order approximation of the exact solution as the following relations;

\[
u_1(x,t) = \sum_{i=0}^{1} v_i(x,t) = \frac{x+a}{2c} + \frac{x+a}{4c^3} t
\]

\[
u_2(x,t) = \sum_{i=0}^{2} v_i(x,t) = \frac{x+a}{2c} + \frac{x+a}{4c^3} t + \frac{3}{16} \frac{x+a}{c^5} t^2 + \frac{1}{128} \frac{x+a}{c^9} t^4
\]

The remaining approximations \( u_n(x,t) \), \( n > 3 \) can be completely determined such that each term is determined by using previous term, and thus, the \( n^{th} \) solution is given in the closed form.

\[
u(x,t) = \lim_{n \to \infty} u_n(x,t) = \lim_{n \to \infty} \sum_{i=0}^{n} v_i(x,t) = \frac{x+a}{2c^2 - c^2 t}, \quad t < c^2
\]

To verify numerically whether the proposed RVIM method leads to higher accuracy, we can evaluate the numerical solutions. Using \( n^{th} \) approximation shows the high degree of accuracy and \( u_n \), the \( n^{th} \) approximation is accurate for quite low of \( n \) (\( n = 4 \)). From the obtained numerical result summarized in Table 1 we conclude that the method, RVIM method for slow diffusion equation, gives remarkable accuracy. The behavior of the solutions obtained by the RVIM method is shown for different values of time in comparison with exact solution, Table 2 and Table 3.

| Table 1. The numerical results for \( u_i(x,t) \) in comparison with the exact solution \( u(x,t) \) when \( a=2, c=4 \) |
|---|---|---|
| \( x \) | Exact solution | Numerical solution | Absolute error |
| 0.1 | 0.263762177 | 0.263762177 | 1.555E-11 |
| 0.2 | 0.275863244 | 0.275863244 | 1.156E-11 |
| 0.3 | 0.288402670 | 0.288402670 | 1.000E-10 |
| 0.4 | 0.300941976 | 0.300941976 | 0.000E+00 |
| 0.5 | 0.313481164 | 0.313481164 | 1.000E-10 |
| 0.6 | 0.326029942 | 0.326029942 | 1.000E-10 |
| 0.7 | 0.338592719 | 0.338592719 | 1.000E-10 |
| 0.8 | 0.351161956 | 0.351161956 | 1.000E-10 |
| 0.9 | 0.363748372 | 0.363748372 | 1.000E-10 |

| Table 2. The numerical results for \( u_i(x,t) \) in comparison with the exact solution \( u(x,t) \) when \( h=1, c=1 \) |
|---|---|---|---|
| \( t \) | Absolute error | \( \Delta t=0.1 \) | \( \Delta t=0.3 \) | \( \Delta t=0.5 \) |
| 1 | 1.00000000E+00 | 8.00000000E-09 | 0.00000000E+00 | 0.00000000E+00 |
| 2 | 1.27493000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 3 | 1.62000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 4 | 2.10000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 5 | 2.60000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 6 | 3.20000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 7 | 3.90000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 8 | 4.70000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 9 | 5.60000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |
| 10 | 6.60000000E-00 | 1.00000000E-09 | 0.00000000E-09 | 0.00000000E-09 |

| Table 3. The numerical results for \( u_i(x,t) \) in comparison with the exact solution \( u(x,t) \) when \( c=10 \) |
|---|---|---|---|
| \( t \) | Absolute error | \( \Delta t=0.1 \) | \( \Delta t=0.3 \) | \( \Delta t=0.5 \) |
| 1 | 1.99404621E-13 | 7.88429569E-10 | 8.25238695E-08 |
| 2 | 1.03993618E-10 | 2.95318377E-09 | 3.01954797E-07 |
| 3 | 2.08986441E-10 | 7.09566433E-09 | 7.42718233E-07 |
| 4 | 4.01597447E-09 | 1.16487360E-08 | 0.00000000E-08 |
| 5 | 2.46011554E-11 | 1.87073992E-08 | 0.00000000E-08 |
| 6 | 1.03594256E-09 | 2.73834654E-08 | 0.00000000E-08 |
| 7 | 1.04892182E-09 | 3.66305031E-08 | 0.00000000E-08 |
| 8 | 1.04638697E-09 | 4.74154939E-08 | 0.00000000E-08 |
| 9 | 2.08070775E-11 | 6.18672973E-08 | 0.00000000E-08 |
| 10 | 9.98404621E-11 | 7.88429569E-08 | 0.00000000E-08 |
Example 2.

With initial condition
\[ u(x, 0) = \frac{x + h}{2\sqrt{c}} \]
where \( h, c > 0 \), are arbitrary contacts.

At first, auxiliary linear operator is selected as
\[ L_t u(x,t) = \frac{w(u(x,t))}{(u_x u_x)_x} \]
Therefore \( \varphi(v_i) \) is defined as
\[ \varphi(v_i) = \int_0^t w(v_i(x,\tau))\,d\tau \]
So using the Eq. (18) and (19) we obtain the following RVIM’s iteration formula in t-direction:
\[ u_{n+1}(x,t) = \sum_{i=0}^{n+1} v_i(x,t) = u_0(x,t) + \int_0^t (u_n^2(x,\tau)u_{nx}(x,\tau))\,d\tau \]
The subscript \( n \) indicates the \( n^{th} \) approximation of the solution; we can obtain the other components with selecting the initial approximation as:
\[ u_0(x,t) = \frac{x + h}{2\sqrt{c}} \]
So with the iteration formula (20), we obtain the following successive approximations
\[ u_1(x,t) = \sum_{i=0}^1 v_i(x,t) = \frac{x + h}{2\sqrt{c}} \left( 1 + \frac{t}{2c} \right) \]
\[ u_2(x,t) = \sum_{i=0}^2 v_i(x,t) = \frac{1}{128} \left( x + h \right) t^4 + \frac{1}{16} \left( x + h \right) t^3 + \frac{3}{16} \left( x + h \right) t^2 + \frac{1}{4} \left( x + h \right) t + \frac{1}{2} \left( x + h \right) \]
And so on. In the same manner, the rest of components of the iteration Eq. (20) can be obtained. Therefore, the solution of \( u(x, t) \) in closed form is
\[ u(x,t) = \lim_{n \to \infty} u_n(x,t) = \lim_{n \to \infty} \sum_{i=0}^{n} v_i(x,t) = \frac{x + h}{2\sqrt{c} \cdot t} \]
The obtained numerical result is summarized in Table 2.

Example 3.

\[ u_t = (u_x u^2)_x \]
\[ u(x,0) = \frac{x^2}{c} \]
Where \( a, c \neq 0 \), are arbitrary contacts. At first, auxiliary linear operator is selected as
\[ L_t u(x,t) = \frac{w(u(x,t))}{(u_x u_x)_x} \]
Therefore \( \varphi(v_i) \) is defined as
\[ \varphi(v_i) = \int_0^t w(v_i(x,\tau))\,d\tau \]
So RVIM’s iteration formula in t-direction can be readily obtained.
\[ u_{n+1}(x,t) = \sum_{i=0}^{n+1} v_i(x,t) = u_0(x,t) + \int_0^t (u_n(x,\tau)u_{nx}(x,\tau))\,d\tau \]
The subscript \( n \) indicates the \( n^{th} \) approximation; by considering the given initial values, we can select \( u_0(x,t) = v_0 = \frac{x^2}{c} \). By substituting \( u_0(x,t) \) to Eq. (25), we have;
\[ u_1(x,t) = \sum_{i=0}^{1} v_i(x,t) = x^2 \left( \frac{1}{c} + \frac{6t}{c^2} \right) \]
\[ u_2(x,t) = \sum_{i=0}^{2} v_i(x,t) = x^2 \left( \frac{1}{c} + \frac{6t}{c^2} + \frac{36t^2}{c^3} + \frac{72t^3}{c^4} \right) \]
And so on. In the same manner, the rest of components of the iteration formula, Eq. (25) can be obtained. Therefore, the solution of \( u(x, t) \) in closed form is
\[ u(x,t) = \lim_{n \to \infty} u_n(x,t) = \lim_{n \to \infty} \sum_{i=0}^{n} v_i(x,t) = \frac{x^2}{c-6t} \]

The obtained numerical result is summarized in Table 3.

**Example 4.**

\[ u_t = (u_x u^{-1})_x \]  \hspace{1cm} (26)

With initial condition,

\[ u(x,0) = \frac{2c}{(x+a)^2} \]

where \( a, c \neq 0 \), are arbitrary contacts. As said before, auxiliary linear operator which that plays an important role in choosing the initial approximation of the solution, is selected as

\[ L_t u(x,t) = u_t = (u_x u^{-1})_x = w(u(x,t)) \]  \hspace{1cm} (27)

Using Eqs. (19) and (24), RVIM’s iteration formula in t-direction can be readily obtained.

\[ u_{n+1}(x,t) = \sum_{i=0}^{n+1} v_i(x,t) = u_0(x,t) + \int_0^1 (u^{-1}(x,\tau) u_x(x,\tau))_x \, d\tau \]  \hspace{1cm} (28)

By this assumption that \( u_0 \) is the solution of \( L_t u = 0 \), we start with the initial approximation as

\[ u_0(x,t) = \frac{2c}{(x+a)^2} \]  \hspace{1cm} (29)

And with the iteration Eq. (28), we obtain the following successive approximations

\[ u_1(x,t) = \sum_{i=0}^{1} v_i(x,t) = \frac{2c}{(x+a)^2} + \frac{2t}{(x+a)^2} \]

\[ u_2(x,t) = \sum_{i=0}^{2} v_i(x,t) = \frac{2c}{(x+a)^2} + \frac{2t}{(x+a)^2} \]

Continuing in this manner, we can obtain \( u_{n+1}(x,t) = u_n(x,t) \) for \( n > 1 \), which means that the exact solution of Eq. (21) is easily obtained in the form

\[ u(x,t) = \lim_{n \to \infty} u_n(x,t) = \lim_{n \to \infty} \sum_{i=0}^{n} v_i(x,t) = \frac{2c}{(x+a)^2} + \frac{2t}{(x+a)^2} \]

**4. CONCLUSION**

In this paper, the RVIM method has been successfully applied to find the solution of the nonlinear diffusion equations governing the diffusion project and to show the power of this method and its significant features. It gives rapidly convergent successive approximations through using the RVIM’s iteration relation without any restrictive assumptions or transformation that may change the physical behavior of the problems.

Moreover, RVIM reduces the size of calculations by not requiring the tedious Adomian polynomials, and hence the iteration is direct and straightforward. The solutions obtained by the RVIM method for appropriate initial conditions, can be, in turn, expressed in a closed form, the exact solution. The results reported here provide further evidence of the usefulness of RVIM for finding the analytic and numeric solutions for the linear and nonlinear diffusion equations and, it is also a promising method to solve different types of nonlinear equations in mathematical physics.
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