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Abstract: Differential evolution (DE) is one of the most popular and powerful evolutionary algorithms for numerical
optimization. DE is a simple but very effective population based search technique. In this study, a new mutation
operator has been proposed to generate new individuals (offspring) from elitist individuals. Two crossover operators,
binomial and exponential, are used as the crossover operator. The proposed mutation operator is compared with
five different DE mutation operators used frequently in the literature using binomial and exponential crossover
operators: DE/rand/1, DE/best/1, DE/current_to_best/1, DE/best/2 and DE/rand/2. In the experimental studies
carried out using 17 different benchmarks problems, it has been observed that the proposed mutation operator is
the best method after DE/rand/1 and DE/best/2 mutation operators especially for binomial crossover operator. These
resubIF show that the proposed mutation operator can be used as an alternative for solving continuous optimization
problems.
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1. INTRODUCTION

Nature-inspired algorithms have been proposed to solve optimization problems which have different
characteristics (continuous, discrete, constrained etc.) within the reasonable time. These algorithms can be
separated two groups: swarm intelligence and evolutionary algorithms [1]. Swarm intelligence-based
algorithms such as particle swarm optimization [2], artificial bee colony [3], ant colony optimization [4] use a
solution search equation to generate the new individual. Instead of using a solution search equation,
evolutionary algorithms use mutation and crossover operators for generating the new individual. The most
known evolutionary algorithms in the literature are genetic algorithm [4], differential evolution algorithms (DE)
[5] and scatter search [6].

The DE algorithm, proposed by Storn and Price [5], and it was implemented to many real-world optimization
problems such as baker's yeast drying process [7], energy demand estimation [8], image thresholding [9], raw
milk transportation [10], multiple container loading problems [11] by virtue of easy adaption, powerful
performance and less parameters.

The mutation and crossover operators are important processes of DE algorithm and, there are several
schemes/strategies for these operators [12]. Due to the fact that the strategies of these operators directly affect
the performance of DE algorithm, many studies have been performed about this subject in the literature to
improve and to enhance the performance of DE algorithm. A self-adaptive DE algorithm with discrete mutation
control parameters (DMPSADE) is proposed by Fan and Yan [13] to balance the exploitation and exploration.
Zhou et al. proposed a novel differential evolution (DE) algorithm with intersect mutation operation [14]. In their
study, the population is divided into the better part and the worse part in accordance with the fitness value and
then novel mutation and crossover operators are used for generating the new individuals. In another study,
four popular mutation operators, “rand/1,” “rand/2,” "best/1,” and “best/2", are employed adaptively to select
the target individual in the population [15]. This proposed mutation scheme provides the balance between
local and global search and maintains local exploitation abilities for DE algorithm. Asafuddoula et al. proposed
an adaptive hybrid DE algorithm and this algorithm performs a binomial crossover in early stages of evolution
and then exponential crossover in later stages [16]. A new triangular mutation rule was presented for mutation
operator in another study; it was based on the convex combination vector of the triangle and the difference
vector between the best and the worst individuals among the three randomly selected vectors [17]. This
approach has shown a better performance than the basic DE in accordance with global and local search
capabilities and convergence speed. Zou et al. proposed the improved DE (IDE) which has three modifications:
1) two mutation operators and 2) a dynamical crossover rate are used, and 3) a useful population randomization
is adopted [18]. To dynamically tune the mutation factor of DE and improve its exploration and exploitation, a
new approach of differential evolution (DE) which uses fuzzy logic inference system was proposed by Salehpour
et al [19]. Besides the improvements of DE algorithm, DE was hybridized with other nature-inspired algorithms
such as artificial bee colony [20], teaching-learning based optimization [21], harmony search [22], particle swarm
optimization [23].
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The impact of the mutation and crossover operators on the DE algorithm is huge as seen in studies about
improvements on the DE in the literature. In addition, DE has a powerful ability on the exploration due to
randomness on the mutation operators [24]. Therefore, a new mutation operator based on the elitist strategy
is proposed to enhance its exploitation ability in this study. In this strategy, besides the three random individuals,
two elite individuals in the population are selected randomly from the elite individuals to be used in mutation
operator. To investigate and analysis the performance of this new mutation operator, the proposed mutation
operator is compared with five different mutation operators (DE/rand/1, DE/rand/2, DE/best/1, DE/best/2,
DE/rand-to-best/1) on the 17 benchmark functions. Moreover, crossover process is performed with two
different methods (binomial and exponential) separately in the experiments. Experimental studies carried out
using two different crossover operators (binomial and exponential) show that the proposed method achieves
reasonable results at a competitive level especially for binomial

crossover. S
The remainder of this paper is divided as follows. The Section 2

explains the basic DE and Section 3 describes the proposed

mutation operator. Then, experimental results are reported and v
evaluated in Section 4. Finally the paper is concluded in the last Calulate finess functon for

section.
2. DIFFERENTIAL EVOLUTION ALGORITHM
Differential Evolution Algorithm (DE) is a population-based
optimization technique proposed by Price and Storn in 1995, which
is similar to the genetic algorithm in terms of operations and
operators. The DE algorithm is able to produce effective results,
especially in continuous problems [25]. DE which is able to conduct
research at many points in the search space at the same time
investigates better results for the solution of the problem with the Figure 1. Flowchart of DE
help of its operators through the generations. Although similar to GA, unlike classical binary GA, variables in DE
method are represented by their real values [26]. The crossover, mutation, and selection operators in GA are
used in the DE method, but their usage forms and sequences differ from each other. In DE, individuals are
handled one by one, and a new individual is obtained using the other three individuals selected randomly.
Mutation and crossover operators are used to perform these operations [27]. The flowchart of DE is presented
in Figure 1. The operators in the DE algorithm are briefly as follows:
— Mutation
The mutation operator is the main operator that allows DE to be different from other evolutionary algorithms.
The goal of the mutation is to make changes at random rates on some genes of the current individual. Thanks
to these changes, the solution point represented by the individual moves at a certain distance in the solution
space. In order to achieve the goal of this process, it is necessary to determine the changes that will provide the
correct direction and amount of movement. The mutation process in each generation starts by randomly
selecting three different individuals in the population. The most frequently used mutation strategies applied in
DE codes are given in Eq. (1-5).
DE/rand/1: Vig = Xp1g + F* (Xrzg — Xrag) (
DE/rand/2: Vig = Xp1g+ F* (Xrzg — Xrag) + F* (Xrag — Xrsg) (
(
(

Crossover
Mutation

Terminate?

1)

N

DE/best/1: Vjg = Xpestg + F* (Xr1,g — Xr2g)
DE/best/2: Vi = Xpestg + F* (Xr1g — Xrog) + F* (Xrag — Xrag)
DE/rand-to-best/1: Vig = Xy1 g+ F* (Xbest’g - sz_g) + F * (Xr3,g - Xm’g) (5)
NP represents the population number,i=1,...,NP,r1,r2,r3 €[1,..., NP] are selected randomly. Furthermore,
rt=r2=r3=i,andF €[0, 1]is a mutation scale parameter that is preferred.
— Crossover
When crossover process is performed, the candidate individual (U; ¢+ 1) is generated for the new generation
using the difference individual (V; ¢) obtained from the mutation and the current individual (X; c). When the
candidate trial individual will be generated, each gene in the candidate individual is taken from the difference
individual with a probability of CR, and it is taken from the current individual with a probability of 1- CR. The
crossover operator is given in Eq. (6).
Vjige1 ifrandj <CRvj=Kk
Ui+ = {X-- otherwise} ©)
j1,G+1
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InEq.(6),j=1.n,ke[1,.., nlisthe random parameter index chosen once for each i, and this value is determined
by the user, with the control parameter CR € [0, 1].
Exponential crossover is another commonly used crossover operator. In this crossover type, genes values are
copied to the trial vector Uiy from the mutant vector Vi starting at a randomly chosen position. This process
continues until the condition randj[0,1] > CRis met. The rest of the genes are taken from the target vector Xiy.
— Selection
The selection scheme of DE differs from other evolutionary algorithms. For the next generation, the population
is selected from the individual in the current population according to the current rule and from the respective
trial vector. The selection operator is given in Eq. (7).
X = {Ui,G+1 if f(Ujgs1) < f(Xi,G)} )
i,G+1 — :
Xig otherwise
3. PROPOSED MUTATION OPERATOR
Mutation operator is the fundamental operator that increases the ability to find the optimal solution in search
space. Until now, very different mutation operators have been proposed in the literature. When the mutation
operators in the literature are examined, the best individual-based or completely random-based approaches
are proposed. In this study, an elitism based approach is proposed. According to this approach, two elite
individuals randomly selected from among the elite (best) individuals in the population have been used instead
of using just the best individual. The proposed mutation operator is given in Eq. (8).
Vi,g = Xrl,g + Fx (Xelitisml,g - sz,g) + Fx (Xelitismz,g - Xr3,g) 8)
In Eq. (8), elitism1 and elitism2 are random indices selected randomly from the elite individuals and elitism1 and
elitism2 must be different from each other. In addition, in this study, rate of elite individuals was determined as
0.1.
4. EXPERIMENTAL STUDIES
In order to compare the proposed mutation operator with the other operators, seventeen different benchmark
functions with different characteristics were used in experimental studies. These benchmark functions are given
in Table 1 in detail.
Table 1. Benchmark functions

' Range C | Function Formulation
[5.12, N
F1 5.17] U Sphere fi= 2, x|
F2 | 110,100 | U Schwefel 2.22 fo= Y bl + [ [
i=1 i=1
n-1
F3 [-10,10] U Rosenbrock fi= Z:[loo(xpr1 —x1)?+ (x; — D]
i=1
[-1.28, 4 N
F4 1.28] U Noise fo= ; ix} + random[0,1]
F5 | [-500,500] | M Schwefel f. = 418.98288727243369 * n — Z xsin(/T5])
i=1
[5.12, - N\
F6 512] M Rastrigin fe= ;[xi — 10cos(2mx;)410]
1 n
F7 [-32,32] M Ackley fr=- Z cos(27rxl-)] +20+e
n i=1
. Xi
F8 | [-600,600] | M Griewank > 1_[ cos (ﬁ) +1
Fo [-10, 10] U SumSquare
F10 | [-100,100] | U Step fuo = Y (L +0.5)?
i=1
[-1.28, 4 N
F11 1.28] U Quartic fii = Z ix;
n-1 =
F12 10, 10] M Levy fia = Z(xi — 1?[1 + sin®(3mx; 4] + sin?(3mx;)
) + |x, — 1|[1 + sin®(3n3,)]
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sin?(YXr,x2)—0.5
F13 | [-100,100] | M Schaffer 13 =05+ (2, <) :
(1+0.001(5%,x7))
Fi4 | [10,100 | M Alpine fia = Zle-sin(xl-) +0.1%,|
i=1 i
. = Xi, |Xi| < z
F15 [-5.12, M Non—Cor‘m‘nuos fis= Z[yi2 — 10cos(2my;) + 10] y; = round(2x,) f
5.12] Rastrigin =1 — =z
n n 2 n 4
F16 [-5,10] U Zakharov fie =y x? +< 0.5ixi> +< O.Sixi)
F17 | [-100,100] | U Elliptic fir = 2(106)(i’1)/("’1)xi2
i=1

The proposed operator was compared with the five mutation operators most Table 2. Parameter values of DE
commonly used in the literature. Furthermore, two different general Parameters | Values

comparisons were carried out separately using two different crossover Population size 50
operators namely binomial and exponential crossover methods. In all CR 09
experimental studies, the parameter values were taken equal in order to F 05

perform comparisons fairly. The parameter values of DE are given in Table 2.
Table 3. Comparative experimental results for binomial crossover

Current
Best1

Proposed

Best2 Rand2 Method

Functions Rand1 Best1

2.350-44 2./ 2E+00 6.300-0] 5A6E-// 3.19E-01 5.51E-24
i 2 6 5 7 7 3
3875701 568E100 549507 T39E+07 6565101 6705100
F2 4 7 1 3 6 5
TA0E+0] 5175507 347700 T20E+00 5585100 399507
F3 7 6 5 2 3 1
787507 T3TE-01 T20E-01 358507 T48E-01 629507
F4 1 5 7 2 6 3
T20E+01 7885502 7385502 856702 2765702 7335502
E 1 5 7 2 6 3
JBTET0] 5545501 T 45501 95TES0] TT9E02 8245501
Fo 2 3 1 5 6 7
TBAE0] 8445500 Z4TEF00 320507 J40E0] 3345500
F7 7 6 5 3 2 7
T85E-01 T60E+00 7875500 T53E-01 359507 TO0E-01
F8 1 6 5 3 7 2
T50E-40 T20E+07 3745701 361E75 617507 T43E77
F9 2 6 5 1 7 3
0005700 S85E707 79TE707 T66E-32 933607 T72E0T
F10 1 6 5 2 7 3
TB7E00 878E07 5ATEQ] 7595178 T47E01 300E4T
F11 3 5 5 7 7 2
T50E-32 546E500 T64E700 T17E+00 67501 68TE0T
F12 7 6 5 7 2 3
T 27507 395507 T 48507 646E07 690507 32TE07
F13 7 5 5 3 7 2
4004 TO8E+00 370507 350507 5665100 JAIE0]
F14 1 5 7 3 6 2
7775501 575501 7435501 7785501 T20E+0] 77054071
F15 2 3 1 5 6 7
557507 7005500 T2OE+0] 870503 435601 32TE07
F16 2 6 5 1 7 3
TO5E-30 7935502 7595502 738507 Z88E01 T57E402
F17 2 6 5 7 3 7
Rank Values 787 504 717 748 735 300
Final Rank 1 6 4 2 5 3

The average values obtained by the different mutation operators for each function are given in Table 3 and
Table 4. According to mean values, the proposed mutation operator was compared with other methods in the
literature. Considering these results, rank values were determined for each function and finally, final rank values
were obtained according to these values. When the final rank values are examined, it is seen that the proposed
method ranks 3 after Rand1 and Best2 operators. It is also seen that the proposed method has a near rank
value to the Best2 method. These results show that the proposed mutation method produced good results at
a reasonable level. When Table 4 is examined, a different result was obtained than the results in Table 3. It is
observed that the method proposed in Table 3 is the most successful result after Rand1 and Best2 methods
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be said that the proposed method is more successful especially for binomial crossover.

Table 4. Comparative experimental results for exponential crossover

Functions

3.)5E+00 1.26E+01 4.3)E+00 4.83E+00 7.73E01 3.05E+00

F1 7 6 4 5 1 3
3675501 33555071 7355500 T66E+07 677701 6475101

F2 4 3 1 7 6 5
3336503 T54E+04 J4TE503 2605703 J2TET07 3795503

F3 7 6 2 5 1 3
385502 823E07 T51E01 TZ1E-01 T70E-02 T56E-01

F4 2 6 7 3 7 5
3365503 2076403 3435403 7805503 3505403 7745503

E 3 6 7 7 5 1
7775401 T19E+02 575E501 6025501 TTTE402 6785501

F6 7 6 1 7 5 3
S8IE100 336407 8655100 TOTE+0T 7675500 TT3E+07

F7 3 6 7 4 1 5
T39E+07 Z44E501 TEIE+0] T76E+07 326E700 JTTES0]

F8 7 6 3 4 1 5
436707 4576707 T27E400 T63E+07 T87E+0] 346407

k9 7 6 2 5 1 3
7636403 4205403 1245503 T84E403 J47E502 7375503

F10 3 6 2 7 1 5
526502 605601 609507 768602 T76E-03 80402

F11 2 6 3 7 7 5
76TE500 TT4E+07 300500 2125400 6.27TE0] 3455500

F12 7 6 3 5 7 7
230501 786501 404501 271601 T6TE0] Z66E-01

F13 3 5 2 5 1 7
7675500 8475700 2005700 3355500 484501 JTTET00

F14 3 6 5 4 1 7
6275501 S04ET0] 3305701 6045101 9336501 7095507

F15 3 5 1 2 6 7
3685501 T72E402 464701 5705501 548E500 37TE40]

F16 7 6 7 5 1 3
T04E+05 T4TE+06 T88EF05 T43E405 4455503 T23E405

F17 7 6 5 7 1 3

Rank Values 787 576 787 387 706 377
Final Rank 2 6 2 5 1 4

5. CONCLUSIONS

In this study, we proposed a new mutation operator for the DE algorithm, one of the metaheuristic optimization

algorithms. Instead of using only the best individual in some mutation operators in the literature, we proposed

a new elitist-based mutation operator considering two randomly selected individuals among the best

individuals in the population. In order to comparatively analyze the results, five different mutation methods

used most frequently in the literature have been used in experimental studies. In addition, two different

crossover operators for experimental studies were used with seventeen different benchmark functions in two

different experiment sets and these sets were run under exactly the same conditions in order to compare each

other fairly. It has been clearly seen that the proposed mutation operator is the best method after DE/rand/1

and DE/best/2 mutation operators especially for binomial crossover operator. Therefore, the proposed

mutation operator may be used as an alternative for solving other continuous optimization problems.

Note

This paper is based on the paper presented at INTERNATIONAL CONFERENCE ON APPLIED SCIENCES - ICAS 2018,

organized by UNIVERSITY POLITEHNICA TIMISOARA, Faculty of Engineering Hunedoara (ROMANIA) and UNIVERSITY

OF BANJA LUKA, Faculty of Mechanical Engineering (BOSNIA & HERZEGOVINA), in cooperation with the Academy of

Romanian Scientists, Academy of Sciences Republic of Srpska, Academy of Technical Sciences of Romania — Timisoara

Branch and General Association of Romanian Engineers — Hunedoara Branch, in Banja Luka, BOSNIA & HERZEGOVINA,

9-11May 2018.
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