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Abstract: Nowadays, medical images have been studied extensively using artificial intelligence methods. Especially deep 
learning models have been used frequently in diagnostic and identification systems in medical images. Many researchers and 
health experts work on the identification, counting and morphological characterization of tissue cells in histological sections. 
When these tasks are performed manually, time and workload are increased. For this reason, a fully automatic system is required 
to be made on the cells in the tissues. For a comprehensive operation of the system to be designed, it is first necessary to identify 
the tissues and then work on the cells forming the tissue. Due to this reason, in this study 5 different tissues were automatically 
classified. These tissues are Eye, Kidney, Liver, Ovary and Cerebellum respectively. A new Convolution Neural Network (CNN) is 
designed for classification. The input image size of the network is 220x220x3 and consists of 24 layers in total. A new data set 
has been created for this CNN training and testing. This data set is composed of 20500 images each class and totally 102500 
image. 60% of these images were used for training and the remaining were used for testing. As a result of the study, it was seen 
that 5 different tissue were estimated with 96.47% accuracy with designed CNN. 
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1.  INTRODUCTION 
The Convolution Neural Network (CNN)  was first used by Yann LeCun [1] to  handwriting recognition. CNN have used 
wide area after ImageNet Large Scale Visual Recognition Challenge (ILSVRC)[2] at the 2012. In this competition, Alexnet[3] 
model, which is used with CNN base, won with 15.4% top-5 error rate. Image classification error rate is decreased from 
26.2% to 15.4% with AlexNet model. This decline is a very sharp decline. This sharp drop in error rate in object classification 
has attracted the attention of all researchers. 
After 2012, all participants used deep 
learning models in this competition as seen 
in Figure 1. Thus, the object classification 
error rate has dropped to 3% in this 
competition. This rate is lower than human 
error rate.  
CNN architecture has been used in almost all 
areas since 2012. Analysis of medical images 
is at the forefront of these areas. In particular, 
CNN-based models have been used in cell 
classification [4-11], classification of lesions 
and brain diseases[12-19] and different medical 
applications[10, 20-24].  
Classifying, defining, counting, and calculating the 
cells or structure (belongs to many cells) in a tissue 
are frequently performed in medical faculties. 
These operations are always done manually. In 
order to perform these processes fully 
automatically, it is first necessary to classify the 
tissues and then to classify the cells forming the tissue. For example, there are 5 different follicles in the ovary as seen at 
the Figure 2. For the automatic classification of these follicles, the ovarian tissue must first be identified automatically from 
the other tissues. For this reason, in this study, firstly, we classified the tissues.  
The content of this study is as follows; In the Chapter 2, information about the data set is given. In Chapter 3, structure of 
CNN model and information about the new CNN model is explained. Experimental studies and their results are presented 
in Chapter 4. Finally, the conclusion of the study is given in Chapter 5. 

 
Figure 1. Top-5 error rate over the years in ImageNet competition 

 
Figure 2. Five different follicles which forming ovarian tissue 
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2.  MATERIALS AND METHOD  
— Data Set 
A total of 5 different tissues were used in this study. These tissues were obtained from the medical faculty of Erciyes 
University. In Figure 3, a flow diagram of image acquisition from tissues is given. Sections were taken from tissues and 
images were obtained with a microscope from each section. A sample 
representation for the images obtained from tissues is given in Figure 3. 
20500 images were obtained from each tissue section and totally 20500 
images were obtained. 60% of the images were used for training and 
rest of images used for testing. In this study, data sets with different 
input image sizes were created when different CNN models were 
designed. These are 64x64x3, 128x128x3 and 220x220x3 respectively. 

 
Figure 3. Flow diagram of obtaining histology images 

— Convolution Neural Network(CNN) 
CNN is regarded as the basic architecture of Deep Learning. Generally, CNN consists of convolution, Relu, Pooling and a 
fully connected layer. Different CNN models can be designed with different numbers and different order from these layers. 
The convolution layer is the most important layer at 
the CNN models. Because of the learning process 
takes place through the filters in this layer. The 
number and size of filters to be used in each 
convolution layer are determined depending on the 
experience. The filters in the convolution layer are 
applied to the previous layer to form the activation 
or feature maps. For example, if 64 filters are defined 
in a convolution layer, each filter is applied to the 
image in the previous layer to form an output image 
and totally 64 images which known as Feature maps 
was created. The purpose here is that each filter will 
discover information about the object in the image. 
After the convolution layer comes the pooling layer 
to reduce the size and prevent the overfitting of the 
network. Pooling can be done in different ways. 
However, due to its success mostly maxpooling is 
performed.  
After pooling, the fully connected layer comes. Each 
neuron in the fully connected layer is connected to all 
previous neurons. The DroupOut[25] layer comes 
after the fully connected layer. The basic operation in 
this layer is to disable some neurons at random. Thus, 
the overfitting of the network is prevented. Finally, the 
softmax layer comes in and the classification is done 
on this layer [26].  
In this study, a new CNN model consisting of a total of 
24 layers was designed. The properties of the 
parameters used in each layer of the model are given 
in Figure 5. 
The studies were carried out three stages. As shown in 
Figure 6, firstly the images are reduced to 220x220x3 by taking images in RGB format. In this way, a new data set consisting 

 
Figure 4. Images taken from histological sections  

of 5 different tissues 

 
Figure 5. Parameter properties of the proposed CNN model 

 
Figure 6. Flow diagram of the study 
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of 102500 images was created. These images were reserved for 60% training and 40% testing. Secondly, CNN models were 
designed in different number of layers and in their different sequence. More than one model was designed in this study.  
These designed models were trained with training data. After the test, the most ideal model was obtained.  
3.  EXPERIMENTAL STUDIES 
In this work, Matlab R2017a 64bt (win64) is used as software platform. CNN models are built on GPU-based graphics cards. 
Intel Core i7 7700HQ 2.8GHz processor, 16GB Ram and GeForce GTX 1050 graphics card used for experimental studies 
used.  
The decrease in the error value during training of the CNN model is given in Figure 7. Looking at Figure 7, we see that the 
model error closer to 0 in the training phase. The accuracy values of the model during training are shown in Figure 
8.  Referring to Figure 8 it is seen that the accuracy of the model approaches 100%.  

 
Figure 7. Error values of the designed model during the training phase 

 
Figure 8. Accuracy values of the designed model at the training phase 

The confusion matrix obtained in the testing 
after the training of the model is given in Figure 
9. The accuracy value obtained in the testing is 
96.47%. When we look at the confusion matrix, 
cerebellium tissue is mostly mixed with kidney, 
eye is mostly mixed with liver, liver is mostly 
mixed with kidney and ovary is mostly mixed 
with eye tissue. 
4.  CONCLUSION 
In this study, a new CNN model was designed 
for the classification of 5 different tissues. A 
noval data set consisting of 102500 views was 
created for training and testing of the CNN model. As a result of the experimental studies, classification of 5 different tissues 
was done with 96.47% accuracy. Finally, this study proves that fully automated classification of cell in tissues can be done. 
So, we will work on the classification of cells in tissues in our future studies. 
Note 
This paper is based on the paper presented at INTERNATIONAL CONFERENCE ON APPLIED SCIENCES – ICAS 2018, 
organized by UNIVERSITY POLITEHNICA TIMISOARA, Faculty of Engineering Hunedoara (ROMANIA) and UNIVERSITY 
OF BANJA LUKA, Faculty of Mechanical Engineering (BOSNIA & HERZEGOVINA), in cooperation with the Academy of 
Romanian Scientists, Academy of Sciences Republic of Srpska, Academy of Technical Sciences of Romania – Timisoara 
Branch and General Association of Romanian Engineers – Hunedoara Branch, in Banja Luka, BOSNIA & HERZEGOVINA, 
9 – 11 May 2018. 
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Figure 9. Confusion matrix of the designed CNN model during the testing  
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