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Abstract: In this study, Artificial Neural Networks (ANN), Support Vector Machine (SVM),  K-Nearest 
Neighbour (KNN) algorithms were used to predict blood analysis. Comparative analysis was made with Machine 
Learning Methods. Accuracy, sensitivity, specificity, precision and F1 score were used in the study. The proposed 
ANN structure reached 79.86% accuracy, 91.74% sensitivity, 42.86% specificity, 83.33% precision and 87.34% F1 
Score values in predicting blood analysis. This ANN structure showed the highest performance in predicting blood 
analysis, followed by KNN and SVM, respectively. 
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1. INTRODUCTION 
In every day, people need blood transfusions as a result of diseases, injuries, accidents. Regular blood donating 
saves people's lives and also gives people hope for life. Another issue in blood donation is the accurate 
estimation of blood demand. If there is more blood than demanded, this excess blood will eventually complete 
its useful life and become unusable. Otherwise, loss of life may occur. As a result, the important thing is to 
maintain adequate blood supply. By using machine learning, accurate blood donation estimation can be made. 
Thus, it can be predicted whether a volunteer will be able to donate blood. In the literature, there have been 
more various approaches to solve this problem. Mohamad Darwiche et al. tried to improve blood donation 
prediction with machine learning algorithms. They used Multi-Layered Perceptron (MLP) and Support 
Vector Machine (SVM) algorithms. They conducted evaluations in 600 patients and prospectively confirmed 
in 148 patients. They achieved a sensitivity of 65.8% and a specificity of 78.2% in the prospective group [1]. 
Samy S. Abu-Naser et al. examined the performance of the JustNN over the blood donation problem. They 
created an Artificial Neural Network (ANN) model to measure performance. It was found that their JustNN 
model provides better performance accuracy (99.31%) than other studies [2]. Han Shih et al. predicted the 
blood supply efficiently in blood centers. Time series processing techniques and machine learning algorithms 
were used. Autoregressive (AUTOREG), Autoregressive Moving Average (ARMA), Autoregressive 
Integrated Moving Average (ARIMA), Seasonal ARIMA, Seasonal Exponential Correction Method (ESM) 
and Holt-Winters models were preferred. ANN and multiple regression were tried in concept of machine 
learning algorithms. The lowest error measurements were observed in ESM and ARIMA models [3]. Shima 
Haghani et al. compared the accuracy of the proposed model in predicting the number of turns to blood 
donations with classical statistical models. 864 donors, who made a successful first donation, were followed 
for five years. The number of returns for blood donation was considered as the response variable. Poisson 
Regression (PR), Negative Binomial Regression (NBR), Zero Inflated Poisson Regression (ZIPR) and Zero 
Inflated Negative Binomial Regression (ZINBR) and ANN model were adapted to the data. Mean Squared 
Error (MSE) metric was used to compare models. STATISTICA 10 and R 3.2.2 were used to adapt the models 
[4]. Rohaifa Khaldi et al. tried to estimate three blood components monthly by using ANN. The predicted 
blood components were identified as red blood cells (RBC), plasma (CP), and platelets (PFC) [5]. B. M. 
Shashikala et al. estimated whether the person is a donor or not from the information provided by the people. 
Naive Bayes technique and K-Nearest Neighbor (KNN) algorithm are used. It has been observed that KNN 
accuracy value is higher than Naive Bayes algorithm [6]. Arunkumar Chinnaswamy et al. tried to distinguish 
those who donated blood from those who did not. They preferred Linear Discrimination Analysis (LDA), MLP 
and different machine learning applications. As a result, it has been determined that Probabilistic Neural 
Network (PNN) shows the highest accuracy of 100% [7]. Sadia Nadira Diba et al. designed a blood donation 
application in their study. In practice, they used a real-time map and machine learning algorithms [8]. WB 
Zulfikar et al. selected some criterias (blood type, gender, age) that a person who wants to donate blood must 
fulfill in their study. Decision tree and pure bayes classifications were used to determine the suitability of 
individuals. The accuracy value of 66.65% of the decision tree and 79.95% of the naive bayes were observed 
[9]. In this study, we proposed a model to predict blood donation. The data set is ready-used [10]. There are 
576 samples in the data set. KNN, ANN and SVM algorithms are used. High performance (accuracy) has been 
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achieved with ANN. Section 1 is defined as introduction. Section 2 includes material and method. Results and 
Findings are belonged to Sections 3. Finally, Section 4 contains conclusion.  
2. MATERIAL AND METHOD 
 Dataset Description 
The data set used in our study was obtained from the mobile blood donation device in Taiwan. According to 
the information shared by the Turkish Red Crescent, there are necessary conditions to donate blood. For 
example, the person who wants to donate blood, must be between the ages of 18-65.  Women can donate in 
every four months; on the contrary, men donate in every three months. In whole blood donation, an average of 
450 ml (± 10%) of blood is collected. There are some criteria such as the months since the last donation, the 
number of donations, the total volume donated (c.c.) and months since the first donation for blood donor. 
Donation information in March 2007 were collected. The number of samples was obtained 576. The number 
of donations varies with 1-50, the total volume donated (c.c) 250-1250 and the months since the first donation 
varies in 2-98. It has the value 1 if he was able to donate. Otherwise, it could be not. 
 Artificial Neural Network 
Artificial Neural Networks (ANN) have been developed by taking the human brain capability [11]. It is the 
software that produces new data by imitating the features of the human brain such as learning and predicting. 
ANN emerged in 1943 by Warren McCulloch and Walter Pitts [12]. 
xi data is entered into the neurons. Inputs multiplied by their weights are added together. Bias is added to the 
multiplied data. As a result of the transaction, an output is obtained. As the results are passed through 
activation function, the data output is created. 
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Figure 1. ANN Structure [13] 

It was developed based on the insufficiency of 
single layer perceptron in nonlinear 
relationships. It consists of the input layer, 
hidden layers and the output layer. 
 Support Vector Machine 
Support Vector Machine (SVM) was proposed 
as a machine learning algorithm used for 
regression and classification challenges [15]. 
SVMs are often used in classification problems 
to divide into two classes. Linear decision 
boundaries are set to separate. It is intended that 
decision limit be at the maximum distance from any point in the training data. 

 
Figure 3. Support Vector Machine Decision Limit [16] 

 
Figure 2. Multilayer Perceptron Model 
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SVMs are divided into two types as linear and nonlinear SVM. It is the case of separating two classes 
distributed linearly with the help of the obtained decision function [17]. 
 K-Nearest Neighbor Algorithm 
K-Nearest Neighbor Algorithm (KNN) algorithm is one of the sample in machine learning algorithms. It is 
classified according to the similarity between the samples in the training and testing dataset [18]. 
Neighborhood between similar data is high. Neighborhood decreases in non-similar data [19]. The most 
important parameters in the KNN algorithm are the number of neighbors (k), weighting and distance criteria. 
In the KNN algorithm, the number of neighbors as much as the k value is taken into account. For k = 1, it is 
assigned to its nearest neighbor. 
3. RESULTS AND FINDINGS 
576 samples in the data set were analyzed. The classification metrics were used in the comparative analysis 
such as accuracy, specificity, sensitivity, precision and F1-score. In addition, comparative analysis was carried 
out with different machine learning methods (ANN, KNN and SVM). All training and testing processes are 
prepared in Matlab 2020 a program. In the analysis, 75% of the classification data of blood donation is reserved 
for the training phase and 25% for the test phase. Five different metrics were used for blood donation 
classification in this study.  

 ( ) / ( )Accuracy TP TN TP FN TN FP= + + + +             (3)  

    / ( )Specificity TN TN FP= +                                                                     (4) 

    / ( )Sensitivity TP TP FN= +                                                                      (5) 

         Pr / ( )ecison TP TP FP= +                                                                   (6) 

      1 2 / (2 )F Score TP TP FN FP= × × + +                                                              (7) 

TP, TN, FP and FN values are the number of correct positive, correct negative, false positive and false 
negatives, respectively. Table 1 includes results of different Number of Hidden Layer (NHL), Learning Rate 
(LR), Momentum constant (MC), Kernel Function (KF) and number of Neighborhood (N). 

Table 1. Comparative Results 

Method 
Performance Metrics (%) 

SEN SPE ACC PRE F1-Score 
ANN (NHL:10 LR:0.9 MC:0.7) 91.74 14.29 72.92 76.92 83.68 
ANN (NHL:15 LR:0.9 MC:0.7) 96.33 20 77.78 78.95 86.78 
ANN (NHL:20 LR:0.9 MC:0.7) 95.41 17.14 20.28 78.2 85.95 
ANN (NHL:20 LR:0.7 MC:0.7) 91.74 42.86 79.86 83.33 87.34 
ANN (NHL:20 LR:0.5 MC:0.7) 98.17 8.57 76.39 76.78 86.29 
ANN (NHL:20 LR:0.5 MC:0.5) 91.74 34.29 77.78 81.3 86.21 
ANN (NHL:20 LR:0.9 MC:0.9) 96.33 11.43 75.69 77.21 85.71 

SVM (KF:Gaussian) 99.09 2.94 76.39 76.76 86.51 
SVM (KF:Linear) 99.09 0 75.69 76.22 86.17 

SVM (KF:Polynomial) 100 2.94 77.08 76.92 86.96 
KNN (N=1) 80.91 29.41 68.75 78.76 79.82 
KNN (N=2) 90.91 17.65 73.61 78.13 84.03 
KNN (N=3) 85.45 32.35 72.92 80.34 82.82 

 

In this study, ANN KNN and SVM architectures were proposed. Machine learning methods were used to 
classify blood donation. As a result of the compared values, ANN provided the highest performance. With the 
proposed ANN structure, it reached 79.86% accuracy, 91.74% sensitivity, 42.86% specificity, 83.33% precision, 
87.34% F1 score, 39.82% MCC values in predicting blood analysis. This ANN structure showed the highest 
performance in predicting blood analysis, followed by KNN and SVM respectively. 
Note: 
This paper is based on the paper presented at International Conference on Applied Sciences – ICAS 2021, organized 
by University Politehnica Timisoara – Faculty of Engineering Hunedoara (ROMANIA) and University of Banja 
Luka,  Faculty of Mechanical Engineering Banja Luka (BOSNIA & HERZEGOVINA), in Hunedoara, ROMANIA, 
12–14 May, 2021. 
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