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Abstract: The paper presents the efficiency optimization of the Hybrid Energy Storage System (HESS) of an Electric Vehicle (EV), composed of a battery and 
a supercapacitor. The efficiency optimization is carried out by searching the optimal power sharing between the energy storage devices, reducing to a 
minimum the energy losses. The correct operation of the HESS is subject to several constraints, out of which six have been considered in the optimization 
problem. The constrained optimization has been performed using the Particle Swarm Optimization (PSO) algorithm, first tested on the Rastrigin function. The 
implementation of this stochastic optimization method can be a challenge even in low-dimensional cases, due to the non-convex feasible solution space. The 
paper presents a modified version of the basic PSO algorithm, which can initialize the particle swarm, and find the minimum of the cost function even in very 
narrow, „needle-like”, non-connex domains. The modified PSO algorithm has been tested for the HESS of the EV on a single segment of a standard driving 
cycle, composed of an acceleration and a braking time interval. 
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INTRODUCTION 
In electric vehicles it is advantageous to solve the electrical energy storage using a combination of high energy 
density and high power density storage devices. Nowadays such Hybrid Energy Storage Systems (HESS) [9] are 
built using high energy density Li-ion batteries that provide the high autonomy of the vehicle and high power 
density [11]. Supercapacitors capable of delivery and absorption of high instantaneous power in case of 
acceleration and regenerative braking, respectively [3]. The subject of this paper is an active parallel HESS [10], 
[11] topology shown in Figure 1. The power sharing between the energy storage devices is solved using two 
bidirectional power electronic converters that make possible the power delivery to the electrical drives in 
motoring mode and energy storage in regenerative braking mode. 
One of the benefits of using such a hybrid storage system is the extension of the life cycle of the battery by 
relieving its stress during acceleration and braking. 
An Energy Management Algorithm 
(EMA) defines in each moment the 
power sharing between the battery 
and the supercapacitor, based on 
the operation mode, state of the 
storage devices and other criteria 
based on the shorter- or longer-
term energy management strategy 
[5]. A model involving these factors is shown in Figure 2 [5]. 
The electrical power  𝐩𝐩𝐞𝐞𝐞𝐞_𝐫𝐫𝐫𝐫𝐫𝐫 , required in each moment, depends on the instantaneous acceleration and speed 
(𝐯𝐯, 𝐚𝐚), defined by the driving cycle, and on the parameters of the vehicle. The power sharing is defined as follows: 

 �
pSC_req = xpel_req

pBAT_req = (1 − x)pel_req,  (1) 

The abbreviations from Figure 2 represent: the 
State of Charge of the battery (SOC), the battery 
current, voltage and internal resistance 
(iBAT, uBAT, rBAT), the State of Energy of the 
supercapacitor (SOE), and the supercapacitor 
current, voltage and internal resistance 
(iSC, uSC, rSC). 
This paper deals with the optimization of the 
energy management algorithm in order to 
minimize the energy losses in the HESS. In the 

 
Figure 2: Model including the EMA of the HESS [6]. 

 
Figure 1: Block diagram of the active parallel hybrid energy storage system (HESS) [5]. 
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following chapters the constrained optimization problem is formulated and solved for a simple driving cycle, 
using a Particle Swarm Optimization (PSO) algorithm [1], [2], [4]. 
2. THE CONSTRAINED OPTIMIZATION PROBLEM 
The overall goal of the presented optimization is the energy loss minimization [14] within the hybrid energy 
storage system during a standard driving cycle [12], while the optimization variable is the power sharing ratio 
x = pSC_req

pel_req
. 

The optimization problem can be formulated as follows: 
Given the system 

 

⎩
⎪⎪
⎨

⎪⎪
⎧ pelreq(t) = f1�a(t), v(t)�
duBAT
dt

= f2 �pelreq(t), x(t)�

drBAT
dt

= f3 �pelreq(t), x(t)�

duSC
dt

= f4 �pelreq(t), x(t)�

 (2) 

find x(t) in order to minimize the objective function 

 Wloss(T) = ∫ �
�uBAT(t)−�uBAT

2 (t)−4rBAT(t)�1−x(t)�pelreq(t)�
2

4rBAT(t)
+

�uSC(t)−�uSC
2 (t)−4rSCx(t)pelreq(t)�

2

4rSC
�dtT

0   (3) 

subject to the bounds on the optimization variable 
 0 ≤ x(t) ≤ V (4) 

and subject to a set of inequality constraints 

 

⎩
⎪
⎨

⎪
⎧ Usc_MIN ≤ usc(t) ≤ Usc_MAX

SOCMIN ≤ SOC(t) ≤ SOCMAX
Isc_MIN ≤ isc(t) ≤ Isc_MAX

IBAT_MIN ≤ iBAT(t) ≤ IBAT_MAX

 (5) 

The complexity of the problem can be reduced by handling x(t) as a discrete-time optimization variable with 
variable discretization period. Thus, the discretization period itself becomes an optimization variable, and the 
optimization vector is the vector of the sampled power sharing ratio, extended with the vector of the sampling 
instants: 

 𝐱𝐱m∗ = [𝐱𝐱m, 𝛕𝛕m] = [x1, x2, … xP, τ1, τ2, … τP−1] = arg min
𝐱𝐱∗

�Wloss
〈N〉 �. (6) 

In the vector defined by (6), τi = ti
T

  are the sampling instants normalized to the driving cycle period, thus τi ∈
[0,1], where i ∈ {1 … N}. The optimization vector is subject to the additional bounds: 

 τi < τi+1.  (7) 
3. APPLICATION OF THE PARTICLE SWARM OPTIMIZATION ALGORITHM TO THE HESS 
In the paper the Particle Swarm Optimization (PSO) algorithm has been used to solve a constrained 
optimization problem for a reduced dimension of the optimization vector. 
After the initial placement („initialization”) of the elements of a particle swarm, this stochastic algorithm 
attempts to move the particles towards the global optimum based on the individual and collective results of 
the cost function evaluation. 
The task of the initialization process is to drop the particles of a swarm in valid positions delimited by the 
constraints. In comparison with [6], where a single constraint has been applied, the introduction of the eight 
constraints according to (5) results in very narrow, needle-like domains of validity for the optimization vector. 
This fact increases drastically the execution time of the initialization process of the PSO algorithm, and hence 
the need for a modified initialization algorithm, able to create efficiently an initial population even in such 
narrow domains of validity. 
During the subsequent optimization phase of the algorithm, the positions of the particles are recalculated 
according to [2], [8], [13]: 

 �
𝐯𝐯ik+1 = ω𝐯𝐯ik + c1𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫i1k ⊙ �𝐫𝐫Bik − 𝐫𝐫ik� + c2𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫i2k ⊙ �𝐫𝐫Gk − 𝐫𝐫ik�

𝐫𝐫ik+1 = 𝐫𝐫ik + 𝐯𝐯ik+1
,                                 (8) 

where the notations stand for: 
𝐫𝐫ik – position vector of particle i in the k-th step of the search; 
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𝐯𝐯ik – „speed” of particle i in the k-th step of the search; 
𝐫𝐫Bik  – individual best position vector of particle i until the k-th step of the search; 
𝐫𝐫Gk – best position vector of any particle from the swarm until the k-th step of the search; 
𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫i1k  and 𝐫𝐫𝐫𝐫𝐫𝐫𝐫𝐫i2k  are random vectors, with elements with continuous uniform distribution, in the range [0,1]; 
ω – inertia weight; 
c1 – cognitive learning factor; 
c2 – social learning factor; 
⊙ – Hadamard product of vectors. 
Different behaviours, such as the 
“absorbing” and “invisible” one, have been 
defined for handling the particle motion in 
the presence of constraints [7]. In [6] it has 
been introduced a “halving” method, 
which is applied in this paper as well. 
This behaviour is illustrated in Figure 3, in 
case of a two-dimensional search space. If 
the displacement generated by (5) crosses 
a constraint boundary, the direction is 
preserved, but the size of the step is halved 
until the particle gets back to the domain 
of validity. In this case, the positions 
rik+1|trial 1 and rik+1|trial 2 are outside of 
the domain of validity, thus the distance 
between rik+1 and rik is halved until 
reaching rik+1|trial 3. 
4. INITIALIZATION OF THE CONSTRAINED PSO ALGORITHM FOR THE HESS 
Generally, the initial position of the swarm is determined by random placement of the particles in the domain 
delimited by the constraints. In case of the HESS optimization, it is difficult or impossible to find an analytical 
form of the multidimensional constraints. Thus, the validation of the generated position of a particle becomes 
a matter of trial and error. If any of the constraints proves to be active, the particle is thrown away and the 
process is repeated until the successful placement of a population with sufficient particles in order to start the 
search for optimum. 
In case of the presence of multiple constraints it can be observed, that the search for the optimal solution has 
to be performed within very narrow, „needle-like” domains, for which the above initialization method is 
extremely slow. Moreover, 
as the probability of 
placing particles in such 
needle-like domains is very 
reduced, it can happen 
that optimal solutions 
within these domains are 
never found, because the 
large number of particles 
placed in less narrow 
domains tend to prevail in 
the PSO search process. 
The modified initialization 
algorithm proposed in the 
paper is composed of two 
main steps. First, new 
points are randomly 
generated within the 
search space until a valid 
point is found in the close neighbourhood of a constraint boundary, and the directions of the neighbouring 
boundaries are determined for this point. 

 
Figure 3: The constrained particle swarm optimization algorithm in a two-dimensional 

space, with „halving” behaviour 

 
Figure 4: Flowchart of the NPG initialization algorithm in an N-dimensional search space 
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In the second step, new particles are generated in these directions in order to boost the number of particles 
that penetrate into narrow gaps along the boundaries. This process is referred to as New Point Generation 
(NPG).  
As shown in Figure 4 for an N-dimensional search space, the above “neighbourhood” is defined by a radius 
initialized with ε in each of the 2N main directions of the search space, and it is step-by-step increased up to m 
times by a multiple of the initial radius, until at least two boundaries are hit.  
If the point obtained in this way is not in 
the neighbourhood of at least two 
constraint boundaries, the particle is still 
included in the initial swarm, but the NPG 
process is stopped, and the next particle is 
obtained by random generation as 
explained above. 
In Figure 5 the same algorithm is 
graphically illustrated for a two-
dimensional search space. The 
constrained domain is limited by two 
sharp-angled lines  
The particles pointed at by (𝐫𝐫𝐢𝐢𝐤𝐤)𝐚𝐚, (referred 
to as type “a”) are not valid, being outside 
the constrained domain. The particles 
pointed at by (𝐫𝐫𝐢𝐢𝐤𝐤)𝐛𝐛, (referred to as type 
“b”) are included in the swarm, but they are not used for new point generation, being placed in a “free” area, far 
away from the boundaries. The particles pointed at by (𝐫𝐫𝐢𝐢𝐤𝐤)𝐜𝐜, (referred to as type “c”) are used by the NPG 
algorithm to generate new points along the boundaries. In this two-dimensional case, four main directions are 
defined to be used by the NPG, and the initial radius ε had to be doubled in order to validate the position. 
The flow chart of the NPG algorithm is shown in Figure 6. Generation of new particle positions starting from the 
points type “c” is preferentially attempted in the directions of the closest boundaries.  

 
Figure 6: Flowchart of the algorithm for generation of new points that comply with the constraints in an N- dimensional search space. 

This means that a first step sized “s” is made in one of these directions, and the position is accepted if it complies 
with the constraints. Otherwise, the same trial is made in the other possible directions, except backwards. In 
case of unsuccessful trials, the step is decreased until reaching an 𝐬𝐬𝐌𝐌𝐌𝐌𝐌𝐌 limit, which means the arrival to the „tip 
of the needle”. Each new valid position becomes the host of a new particle, and the new starting point for the 
above process, in which the first trial is always made in the preferential direction that confines the NPG to a 

 
Figure 5: Detection of the direction of the constraint in a two-dimensional space. 
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trajectory in the neighbourhood of the boundaries Advancement towards the “open space” is also limited by 
limiting the number of steps to “k”. 
After the NPG towards each preferential direction is finished, the objective function is evaluated for each 
position, and the best ones are used to initialize the swarm for the PSO search algorithm. 

The presented initialization algorithm 
is much faster than the one based 
exclusively on the random particle 
placement, and it results in an initial 
positioning that is already close to the 
minima of the constrained domain. 
The initialization algorithm has been 
tested on the two-dimensional 
Rastrigin function, using constraints 
defined as two planes that form a 
sharp angle of about 4°, according to 
Figure 7.  
The tests have been performed using 
a computer with Intel I7 processor, 8 
GB RAM DDR3, and 256 GB SSD. 
During this test, in order to generate 

a swarm of 25 particles, the radius for the detection of the valid directions was ε = 0.05, the initial step of s =
0.1 was possibly halved down to sMIN = 0.0001, while the maximum number of iterations was K = 400. 
During the first step of the initialization algorithm, there resulted several invalid points, and only three points 
that comply with the constraints (shown in Figure 8).  

 
Figure 8: Detection of the direction of the closest constraint boundaries, and 

definition of a starting point for NPG. 
 

Figure 9: NPG towards two preferential directions. 
Out of these, only one is valid for NPG, i.e. lies in two directions closer than ε = 0.05 to constraint boundaries. 
In the second step of the initialization algorithm, new particle positions have been generated in the preferential 
directions, according to the NPG algorithm, out of which a number of 25 with the lowest value of the 
corresponding cost function, have 
been chosen as the initial position 
of the swarm (shown in Figure 9). 
Both the basic and the modified 
initialization algorithms have been 
executed 20 times. 
The statistics from Figure 10 show 
that in this test the modified 
algorithm proved to be about 19 
times faster, than the basic 
initialization.  
 
 

 
Figure 7: The Rastrigin function used for the performance test of the constrained optimization 

algorithm. The constraints have been defined so that the boundary includes the global 
minimum. 

 
Figure 10: Boxplot statistics of the computing time for the initialization shown in Figure 9. 
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5. PARTICLE SWARM MINIMIZATION OF THE HESS ENERGY LOSSES 
The active parallel HESS presented in Figure 1, with the parameters from Table 1, has been used as the power 
supply for an m = 1611 kg vehicle during a driving cycle shown in Figure 11. 

Table 1: The parameters of the HESS, used for simulation. 

Battery 

Capacity 𝐐𝐐𝐰𝐰𝐰𝐰 1000 Wh 
No load voltage 𝐮𝐮𝐁𝐁𝐁𝐁𝐁𝐁 800 V 

Initial state of charge 𝐒𝐒𝐒𝐒𝐒𝐒𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 100 % 
Internal resistance at SOC=100% 𝐫𝐫𝐁𝐁𝐁𝐁𝐁𝐁|𝐒𝐒𝐒𝐒𝐒𝐒=𝟏𝟏𝟏𝟏𝟏𝟏% 300 mΩ 
Internal resistance at SOC=50% 𝐫𝐫𝐁𝐁𝐁𝐁𝐁𝐁|𝐒𝐒𝐒𝐒𝐒𝐒=𝟓𝟓𝟓𝟓% 650 mΩ 

Supercapacitor 
Capacity 𝐂𝐂𝐒𝐒𝐒𝐒 10 F 

Initial voltage 𝐔𝐔𝐒𝐒𝐒𝐒_𝐢𝐢𝐢𝐢𝐢𝐢𝐢𝐢 800 V 
Internal resistance 𝐫𝐫𝐒𝐒𝐒𝐒 100 mΩ 

Restrictions 

Maximum supercapacitor voltage 𝐔𝐔𝐬𝐬𝐬𝐬_𝐌𝐌𝐌𝐌𝐌𝐌 800 V 
Minimum supercapacitor voltage 𝐔𝐔𝐬𝐬𝐬𝐬_𝐌𝐌𝐌𝐌𝐌𝐌 700 V 

Maximum SOC value 𝐒𝐒𝐒𝐒𝐒𝐒𝐌𝐌𝐌𝐌𝐌𝐌 100 % 
Minimum SOC value 𝐒𝐒𝐒𝐒𝐒𝐒𝐌𝐌𝐌𝐌𝐌𝐌 64 % 

Maximum supercapacitor current 𝐈𝐈𝐬𝐬𝐬𝐬_𝐌𝐌𝐌𝐌𝐌𝐌 100 A 
Minimum supercapacitor current 𝐈𝐈𝐬𝐬𝐬𝐬_𝐌𝐌𝐌𝐌𝐌𝐌 -100 A 

Minimum  battery current 𝐈𝐈𝐁𝐁𝐁𝐁𝐁𝐁_𝐌𝐌𝐌𝐌𝐌𝐌 40 A 
Maximum  battery current 𝐈𝐈𝐁𝐁𝐁𝐁𝐁𝐁_𝐌𝐌𝐌𝐌𝐌𝐌 -45 A 

In Figure 12 the contour map of the objective function (3) is represented for a two-element search vector 
[x1, x2], and a fixed division of the driving cycle period at τ1 = 50 s. 

 
Figure 11: The simple driving cycle used to demonstrate the modified 

initialization algorithm of the PSO in case of the constrained energy loss 
optimization of the HESS. 

 
Figure 12: Contour map of the total energy loss during the driving cycle. 

Six constraints are active in different regions of the search space. 

In this case, six of the eight constraints from (5) are active in different regions of the search space, and the region 
that complies with the constraints is only a narrow strip. 
Figure 13 shows the points randomly generated in the first phase of the initialization, while Figure 14 shows the 
new points generated in the preferential directions.  

 
Figure 13: Detection of the constraint boundary directions, and 

definition of a starting point for NPG. 
 

Figure 14: NPG towards two preferential directions 
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Both the basic and the modified 
initialization algorithms have been 
executed 20 times to create the boxplot 
statistics of the computing time, shown in 
Figure 15., which shows that the modified 
algorithm is almost 20 times faster. 
Further tests have been made regarding 
the execution time of the whole PSO 
algorithm for the same conditions, using 
two versions of the dynamic division of the 
driving cycle [6], which yield 𝐱𝐱m∗ =
[x1, x2, τ1] and 𝐱𝐱m∗ = [x1, x2, x3, τ1, τ2], 
respectively. 
Both versions have been executed 10 times 
for each algorithm, and the statistics of the 
execution times are shown in Figure 16 
and Figure 17. 
The total execution time using the 
modified initialization algorithm is 12.5 
times shorter in the 3-dimensional case, 
and 2.5 times shorter in the 5-dimensional 
case, than using the basic initialization. 
Figure 18 shows the evolution in time of 
the state variables of the HESS using the 
results of the 5-dimensional optimization. 
It can be noticed that the variables are kept 
within the boundaries defined by the 
constraints. 

 
Figure 17: Boxplot statistics of the total PSO computing time for the basic and for the modified initialization algorithm  

in the case of a 5-dimensional search space. 

 
Figure 18: Time diagrams of the HESS state variables in case of 𝐱𝐱∗ = 𝐱𝐱m∗ . 

 
Figure 15: Boxplot statistics of the computing time of the Basic PSO initialization and of 

the modified initialization algorithm 

 
Figure 16: Boxplot statistics of the total PSO computing time for the basic and for the 

modified initialization algorithm in the case of a 3-dimensional search space. 
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6. CONCLUSIONS 
The PSO initialization algorithm introduced in this paper ensures a much faster execution of the initialization, 
than the previously used random placement of the particles. This advantage becomes evident in case of the 
constrained optimization problem of a hybrid energy storage system, where the placement and movement of 
the particles is confined by the multiple constraints to very narrow subdomains. Finding the optimal solution 
in hardly accessible areas is made possible, and the efficiency of the whole particle swarm optimization 
algorithm is significantly increased. 
Note: This paper was presented at CNAE 2022 – XXth National Conference of Electric Drives, organized by University POLITEHNICA Timisoara, Faculty of Faculty 
of Electrotechnics and Electroenergetics (ROMANIA), in Timisoara, ROMANIA, in 12-13 May, 2022 
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