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Abstract: The traffic is one of the major issues faced by people in almost every city. Predicting the traffic has always been very challenging for transportation 
planning as well as the city manager. With the growth of population and usage of number of vehicles has increased the need for reliable traffic prediction 
system. The system should be capable of reducing congestion, avoiding the accidents, and optimizing the traffic flow that enhances road safety. The use of 
machine learning algorithms would be more suitable in handling the traffic and maintaining the flow of vehicles. The paper focus on the work related to handle 
the traffic with the use of machine learning principles such as LSTM and Random Forest (RF) algorithm are applied. The advanced online dataset for traffic 
forecasts is used. The system is tested to have improved accuracy with the help of feature engineering. The basic dataset had the following fields: Vehicle Id, 
Time, Date, Junction Id are the primary and significant parameters considered to anticipate the traffic at each zone. With this we have added the day and 
weekend component to enhance our result. 
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1. INTRODUCTION 
Our country is heading towards the advancement of urbanization with the increase in the usage of 
automobiles, transportation challenges are turning out to be progressively troublesome, also the accidents 
are common, and the traffic environment is degrading [1]. There are many elated works happening to boost 
the capacity of the road network. One of the alternatives that comes to our mind is to add an additional 
roadway that deviates the traffic flow, i.e., to increase the number of lanes on the road. However, 
according to a study conducted by academics, increasing road capacity will result in worse traffic 
circumstances [2][3]. Establishing an effective and accurate transportation system, which can help us 
better plan transportation resources, disperse traffic flow before it becomes overcrowded, and even 
provide more abundant on-road entertainment, is an efficient way to improve the traffic environment. The 
source of the traffic prediction could be taken from sensors adopted in roads, vehicle count, traffic 
cameras, parking system and many more. 
As part of Artificial Intelligence (AI), Machine Learning (ML) is one of the most important and popular 
growing fields these days [4][10]. Machine learning has recently emerged as an important and promising 
study field for transportation engineering, particularly in traffic prediction. Traffic congestion has an impact 
on the economy, either directly or indirectly. Every day, traffic congestion wastes people’s valuable time 
and increases the expense of fuel. 
Because traffic congestion is a big issue for individuals of all socioeconomic backgrounds, there must be 
small-scale traffic forecasting for people to live their lives without annoyance or strain. The comfort of road 
users is essential first and foremost to ensure the country’s economic progress. This is only achievable if the 
traffic flow is smooth. To deal with this, we require traffic prediction so that we can estimate or predict 
future traffic to some degree. Figure 1 depicts the advantage of traffic prediction. 
The traffic flow prediction with the use of Big Data could 
be accurately measured, the traffic information will 
strongly help the improvement of business in the travels 
sector and other government agencies. The road user can 
make better travel decision, reduce traffic congestion, and 
could contribute to the carbon emission. The purpose of 
traffic flow prediction is to predict traffic as soon as 
feasible for users. Nowadays, traffic is extremely 
congested, and people on the road have no control over 
it. As a result, this study may be useful in predicting traffic. 
In summary, this paper’s structures are divided into five 
primary components. Introduction, Related Work, 
Overview, Methodology, Results and Discussion, and 
Conclusion with Future Work are the sections. Objective of this paper includes: 
▓ analyzing the traffic pattern with the time attribute 
▓ processing the dataset 
▓ increasing the accuracy and reducing the route mean square. 

 
Figure 1: Benefits of implementing the traffic prediction system 



ANNALS of Faculty Engineering Hunedoara – INTERNATIONAL JOURNAL OF ENGINEERING 
Tome XXI [2023] | Fascicule 3 [August] 

162 |  F a s c i c u l e 3  
ISSN 1584 – 2665 (printed version); ISSN 2601 – 2332 (online); ISSN-L 1584 – 2665 

The major benefits of implementing the traffic prediction system are identified and illustrated in figure 1. 
2. LITERATURE REVIEW 
In the last few years, transportation researchers have carried out a lot of research on the occurrence of 
traffic congestion in road transportation and the prediction of the traffic flow at various road networks. [5] 
has proposed a method called “scalable” that used to predict the traffic congestion of vehicles in a grid 
framework. Anwar and co-workers applied a spectral clustering-based method to supervise traffic 
congestion [6]. Considering the traffic flow density and different types of roads, Liang and his team 
developed a novel prediction model capable of estimating the next-time step traffic volume using a single 
road traffic segment to clarify traffic congestions using traffic flow variables such as the current inflow, 
outflow, and traffic volume, etc. [7]. 
The authors of [8] attempted to handle the traffic control problem using an ML system to deal with traffic 
difficulties. The authors used the Q-learning RL technique to manage traffic lights and created a simulation 
environment called Simulation of Urban Mobility (SUMO). SUMO allows you to watch cars in motion, 
control the vehicle’s delay time, and alter the delay time. 
[9] developed a model combining artificial neural networks and root mean squared error. Both were used 
as a metric by applying singular point probabilities. Traffic congestion has become a global pandemic that 
transportation researchers are racing against time to improve the effectiveness of intelligent 
transportation systems. Some researchers have been able to achieve good results when it comes to traffic 
flow prediction. A practical traffic flow parameter prediction model was created for traffic flow conditions 
estimations. An autoregressive model was combined with other predictive models [11][12]. The authors of 
[13] developed a unique traffic prediction approach based on DL with the least prediction error and 
introduced the LSTM model. The dataset for this study was real-world traffic big data from performance 
measurement systems (PeMS). The number of optimized parameters used in this study should be 
increased. In addition, the model training time must be managed. 
3. METHODOLOGY 
▓ Dataset:  The collection of necessary data is identified; the following are those datasets that help us in 

the traffic prediction: This project’s core dataset was a thorough traffic forecast record hosted on 
Kaggle [14]. This data set comprises information on 48120 traffic datasets collected between 2015 and 
2017. For testing, 11808 records are used. It has five columns that collect information such as the date, 
time, vehicle ID, and junction ID. We generated an advanced dataset by including two attributes: days 
and weekends. Weekdays are denoted by the binary number 0. Weekends are defined as Saturday and 
Sunday, which are represented by the number 1. 

▓ Attributes of Dataset:  Few specific data attribute that contributes to the prediction are taken from the 
Kaggle dataset, they are as follows: Date, Time, Vehicle Id, Junction Id. These attributes are listed in our 
dataset and are the basic attributes used in analysis. We have used the featured engineering 
techniques to obtain accuracy. This helps in adding up few more attributes that contributes to the 
improvement in the results. The features that are added here are the Day and weekend attribute, the 
day attribute specifies the day of week and weekend attribute is used to check if is a holiday. The traffic 
pattern is analyzed with these added features, if the day of week are Saturday and Sunday then it is 
marked as holiday and is assigned with the 
value 1 and rest of the days are marked with 0. 

▓ Proposed System: The proposed model’s 
fundamental premise has two main tasks. The 
primary job is to accurately anticipate traffic 
based on historical and advanced data for the 
specified location. The planned work 
architecture is depicted in Figure 2. The 
augmented feature set was created using 
feature engineering techniques. 

The process of changing raw data into features 
appropriate for machine learning models is known 
as feature engineering. It is the process of picking, 
extracting, and converting the most important 
features from accessible data in order to develop more accurate and efficient machine learning models. 

 
Figure 2: System Architecture 
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4. MACHINE LEARNING METHODS:  
Machine learning (ML) allows you to build prediction models that consider vast amount of heterogeneous 
data from many sources. Numerous studies on the use of ML algorithms to forecast road traffic have been 
done. 
▓ Random Forest: To obtain accurate predictions, the random forest method generates numerous 

decision trees and integrates their data. Given enough training data, it is quite fast and can yield effective 
results. When applied to the problem of traffic congestion, this approach has an accuracy of 87.5 
percent. Weather conditions, period, specific road conditions, road quality, and vacations are employed 
as model input variables in this scenario. 

▓ Long Short-term memory: This algorithm basically works on a time series data: it considers the data 
generated in previous hour and the current hour data. With these data the analysis is performed. LSTM-
RNN variants that handle the vanishing gradient problem. According to a study that examined the 
performance of these models, the GRU model is more accurate in predicting traffic flow and is easier to 
train. 

A vast variety of paper recommend developing different types of NN models for traffic prediction, such as 
graph neural networks, fuzzy neural networks, Bayesian neural networks, and others, as well as hybrid 
techniques that integrate two or more algorithms. As of today, no single best technique has been 
discovered that can be utilized in all instances and produce the most accurate forecasts. 
5. RESULTS AND DISCUSSION 
Traffic congestion is regarded as one of the most serious concerns confronting urban regions, as 
computing technologies progress, various advanced concepts are employed to estimate traffic congestion 
and flow. This study employs two machine learning concepts, LSTM and RF to forecast traffic flow. The 
traffic data set was obtained from the internet and pre-processed by adding two attributes.  
Apply machine learning concepts to forecast traffic 
flow after preprocessing. The proposed systems 
performance is assessed using the metrics accuracy, 
precision, and Root Mean Squared Error (RMSE), as 
given in the table 1. Models have been trained for both 
the basic and advanced datasets that we developed 
using feature engineering. We added two additional attributes to the advanced dataset. Both the basic 
and advanced datasets were subjected to a comparison study. 

 

 

 
Figure 3: Traffic Forecasting at Junctions 

Table 1. Comparison of existing basic features approach and our 
enhanced features 

Models Basic Attributes Enhanced Attribute 
LSTM 6.16 RMSE 4.57 RMSE 

Random Forest 77.82 Accuracy 94.96 Accuracy 
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Figure 3: Traffic Forecasting at Junctions (continuing) 

We discovered that the accuracy of the advanced dataset has improved. Figure 3 shows the traffic forecast 
i.e., real traffic v/s predicted traffic in all the junctions we have taken in our study. Using LSTM, we calculated 
Root Mean Square error for both the basic and advanced dataset. In the table we can observe error has 
been reduced for advanced dataset compared to basic dataset. For Random Forest model accuracy score 
has been calculated in this also accuracy has been improved for advanced dataset. 
6. CONCLUSION 
It was determined in the system that we constructed the traffic flow forecast system employing a machine 
learning algorithm.  
The proposed models were trained, validated, and tested using two datasets.  One is a publicly available 
dataset, and we used feature engineering to generate a new dataset. Experiment results demonstrated 
that improved dataset models outperformed traditional dataset models. 
The public gains benefits such as the current flow situation, the flow situation, the flow of traffic on the 
right after one hour of the situation, and they can also know how the roads are as they can know the mean 
of the situation, and also know how the roads are as they can know the mean of the vehicles passing 
through a specific junction that is 4 here. The weather has been shifting over the years. The cost of gasoline 
also has a significant impact on the transportation system. The high cost of petrol prevents many people 
from purchasing a vehicle.  
As a results, there may be several differences in the traffic data.  Another scenario in which people choose 
to travel in their own vehicle rather than carpooling is when traffic is congested. As a results, by comparing 
these two years of data, this projection can aid in estimated traffic flow. Forecasting or prediction can assist 
individuals or users in gauging road traffic more easily in advance, and they can even determine which 
direction to go using their navigation, and this prediction will also be useful. 
The proposed model with the use of LSTM and Random Forest was able to produce results with a reduced 
the square mean error rate as well as provided a very good accuracy in prediction of traffic, at the junction. 
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