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Abstract: In this work, we offer a novel hybrid approach to multimodal and multisensor image fusion employing DCT (discrete cosine transform) in the DWT 
(discrete wavelet transform) domain and FPDE (partial differential equations of order four). To begin, we use a technique relied upon on partial differential 
equation of order four to separate the source images into a base image and a detail image. Detail photos are averaged according to their primary components' 
weights to get the final image. The next step is to feed the foundational pictures into DWT decomposition. DCT is applied on the coefficients of the 
corresponding four sub-bands. Coefficients in the sub-bands may be decomposed using DCT to provide useful information. To fine-tune the retrieved features, 
the spatial frequency of each coefficient is determined. Discrete cosine transformation coefficients are fused using the fusion rule, which takes into account the 
spatial frequency value. Inverse DCT and inverse DWT are used to produce the final base picture. As a result of linearly joining the final base and detail pictures, 
a fused picture is produced. The suggested approach is compared to already available fusion methods. The results show that the suggested approach 
outperforms the state-of-the-art techniques when measured against objective metrics including mean, standard deviation, mutual information, and entropy. 
Keywords: Infrared  images(IR),Visual images(VI), Principal component Analysis (PCA), Discrete Wavelet Transformation (DWT), Discrete cosine 
Transformation (DCT), Multimodal Images, , Image fusion 
 
 

1. INTRODUCTION 
Over the last several years, picture fusion has risen to prominence as a topic of study [1,2]. Thanks to 
advancements in imaging technology and resulting price reductions, more and more individuals are able to 
acquire photographs. Image fusion continues to garner interest because it helps meet the growing need 
for more complete and trustworthy pictures. According to [3,4] When it comes to infrared and visible the 
image fusion approach is to merge relevant information from numerous sensors into a single informative 
fused picture. By extracting all complimentary features from the input images and eliminating any 
inconsistencies in the final fused picture, successful image fusion produced from both sensors may 
overcome the constraints of a single sensor and provide numerous complementary qualities. Fusion picture 
attempt to combine the qualities of source photos for better visual effects and give rich information to 
enhance decision-making. Recent studies in the area of multi-sensor fusion have focused more and more 
on fusing infrared and visible images. Each kind of sensor, visible and infrared, has its own set of pros and 
cons. Because infrared cameras are more attuned to thermal and radiative information, heat source 
objects seem brighter and have greater pixel values in infrared photographs. However, infrared photos lack 
texture details because of the sensor's limits.[5] Visible pictures provide rich information since visible image 
sensors catch reflected light from objects. Because of this, it's clear that combining pictures Spatial domain 
methods, multi-directional and multiscale decomposition methods like Discrete Cosine Transformation 
(DCT) [6,7], Non sub band curvelet Transformation(NSCT) [7],  Discrete wavelet Transformation (DWT)[5],  
hybrid methods [8], and fusion schemes related to  preservation of edges [10] and  fusion schemes based 
on fuzzy approach[9] are some of the image fusion schemes that have been implemented in the literature. 
cause unintended distortions such artefacts, halo effects, loss of edge detail, and alterations to the original 
picture structure. These procedures need several iterations before they can produce a perfect picture. This 
article presents a novel hybrid approach to the discrete wavelet transform (DWT) based on the DCT 
(discrete cosine transform) and FPDE(partial differential equations of order four)  [11]and First, we use a 
fourth-order differential equations-based approach to separate the input pictures into a base image and a 
detail image. The primary components of the weighted average of the detail photos are used to generate 
the final image. The next step is to feed the foundational pictures into DWT decomposition. DCT is applied 
on the coefficients of the corresponding four sub-bands. With DCT, we may get useful information from 
the sub band coefficients. In order to enhance the retrieved characteristics, the spatial frequency of each 
coefficient is determined. Last but not least, the DCT coefficients are fused using a fusion algorithm that 
takes into account the spatial frequency value. Inverse DCT and inverse DWT are used to produce the final 
base picture. Last but not least, a merged picture is produced by linearly integrating the final detail and 
base pictures discussed before. Our approach gets through those obstacles and yields a fused picture with 
more information, less fusion loss, and less noticeable artefacts. Overall, the suggested one is an efficient 
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image fusion strategy due to its qualities of requiring 
minimal computing time, being extremely effective, 
and being easily implemented. 
2. METHODS  
Our article makes use of a number of theoretical 
frameworks, some of which are briefly introduced 
below. 
▓ Partial Differential Equations  
In the framework of PDE (partial differential 
equations), all the images are treated as continuous 
objects. In our case, a rethinking and reworking of the 
strategy has led to a proper and novel execution. 
Second-order PDEs and fourth order PDEs are two 
types of partial differential equations. Anisotropic 
diffusion [12] is the smoothing of isotropic areas while 
keeping edges intact using second order partial differential equations. However, this approach has the 
downside of producing blocky effects, which makes for unreliable object recognition in computer vision. 
By compensating between smoothing and edge preservation, we may prevent these aesthetically 
unpleasant consequences and herald for partial differential equations of order four. Instead of using step 
pictures to mimic the observed images, FPDE uses planner images. Planner photos have clean contours 
and a realistic appearance, resulting in minimal artefacts. Decomposing a picture using the FPDE technique 
yields the basic and detail images, which are then examined in depth [13]. The FPDE technique is first used 
on the source images to get the base images. The source photos are subtracted from the appropriate base 
images to get the detail images. 
▓ Principle component analysis (PCA) 
Traditionally, principal component analysis 
(PCA) included projecting the data from its 
original space to its eigenspace, where the 
variance was maximized and the covariance 
was minimized, in order to find patterns in 
the data.[14-15] Figure 2 depicts the process 
flow of traditional PCA. 
▓ Discrete wavelet Transformation 
The discrete two-dimensional wavelet 
transform may be computed by sequentially 
applying low pass and high pass filters over 
each row and column of the input image, 
followed by subsampling the results. This 
modification involves discretely sampling the 
wavelets, which results in poor spatial resolution at low frequency but excellent resolution at high ones. 
Image fusion allows for the production of multi-scale coefficients by fusing coefficients at the same 
level[16-17]. The equation for converting 1-D wavelet decomposition to 2-D is just the tensor product of the 
1-D complements of the 2-D scaling and wavelet functions. 

Img(m, n) = (mn)
−1
2  ∑ ∑ Img(x, y) ∅m,n(x, y)  n−1

y=0
m−1
x=0

Img(m, n) = (mn)
−1
2  ∑ ∑ Img(x, y) ψm,n

c
 
(x, y)  n−1

y=0
m−1
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�                                                (1) 

In equation (1), c represents the horizontal detail coefficient, v represents the vertical detail coefficient, 
and d represents the diagonal detail coefficient. where (m,n) denotes the image size, ψ stands for the 
wavelet functions, ϕ is the scaling function, and the functions supplied by 

 ∅m,n(x, y) = 2i/2 ∅�2jx− m , 2jy − n �
  φm,n

c
 
(x, y) 2i/2  ψ(2jx− m , 2jy − n )

�                                                                   (2)        

If we write "j" for each degree of breakdown, we get "j" levels of breakdown. 

 
Figure 1. Block diagram of proposed FPDE method taken from [10] 

 
Figure 2. Process flow of Principle component analysis (PCA) 
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Figure 3. Block diagram of Discrete wavelet Transformation (DWT) 

▓ Discrete Cosine Transformation (DCT) 
The discrete cosine transform (DCT) is a useful mathematical tool for digital image processing. The majority 
of the DCT's large coefficients are found in the low-frequency range; hence, it is well-known that it has great 
energy compactness qualities [18]. Specifically, [19] defines the discrete cosine transform (,) 1 2 X k k of a 1 
2 N xN picture or 2D signal: 

Img(p, q) =  α (p) α (q) � � Img(x, y) cos�
π (2x + 1)p
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�    cos �

π (2y + 1)q
2n
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p ∈ [0, m − 1]  and q ∈ [0, n − 1]  is a discrete frequency variable (x, 
y) pixel index  

α (p) =  �

1
√m2 , p = 0
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m
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 and α (q) =  �

1
√n2 , q = 0

�2
n
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The DCT's foundational functions go by the name "base functions." 
Thus, the DCT coefficients Img(p, q) may be thought of as the weights 
used for each basis function. This picture shows the 64 basic functions 
that apply to matrices of size 8 by 8. 
The frequencies go up the screen from top to bottom in two -
dimensional image or signal of size n by n and across the screen from 
left to right. Based on its position at the top left, the constant-valued 
basis function is commonly referred to as the DC (Discrete Cosine) 
basis function, and the DCT coefficient Img(0,0) is often referred to 
as the DC coefficient. 
3. PROPOSED METHOD  
▓ Extraction of base layer and detailed layer from Images using 

FPDE 
Coregistered source images {Imgm(x, y)}m=12  of size a × b 
passthrough FPDE process for edge preservation, smoothing and 
decomposition. 

Bm(x, y) = FPDE{Imgm(x, y)}m=12  
Dm(x, y) = Imgm(x, y) −   Bm(x, y) 

Here Bm(x, y) represents and Dm(x, y)  are represents mth base layer 
and detailed layer of source images. Detail and base images are 
fused using distinct criteria. 
▓ Detail Layer Fusion  
First, take into account the Dm(x, y) for corresponding Imgm(x, y). 
 calculating the covariance matrix C and the column vectors of 

the input pictures Dm(x, y) . 
  Eigen vectors are computed by applying processing to the 

relevant diagonal values of the matrix. 

 
Figure 4. The 64 Basis Functions of an 8-by-8 Matrix 

 
Figure 5: Process flow of our Hybrid method 
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  principal components Pm are derived from the column vector with the greatest Eigenvalue (divide each 
element by the Eigen vector’s mean). 

  the input photos are multiplied by the normalized Eigen vector values, and then the resulting images 
are added. 

 utilize the resulting fused detail picture as the base layer for your detail texture. 

D(x, y) = �  Pm Dm(x, y)
2

m=1
 

▓ Base Layer Fusion: 
 Step I:  Utilizing DWT to decompose the Bm(x, y) to high and low sub bands. 
 Step II: the DCT is applied to each sub and to extract the most important information and store them in 

relatively few coefficients. 
 Step III: Spatial frequency calculated using below equation 

SFij = ��� � DCT(i, j) − DCT(i, j − 1)
4

j=2

4

i=1
�
2

+ �� � DCT(i, j) − DCT(i − 1, j)
4

j=1

4

i=2
�
22

  

 Step IV: The average fusion rule has been establishing the merged sub-image of base layer fusion 
coefficient.  

BFCij =  
C1−ij +  C2−ij   

2
 from  SFij 

 Step V: Apply IDCT on (BFCij ) coefficients and reconstructs the fused sub-bands of DWT. 
 Step VI:  Inverse DWT is then utilized to rebuild the final base picture B(x, y)  from the fused sub-bands. 
▓ Fused Image Reconstruction: 

 F(x, y) = B(x, y) +  D(x, y)   
4. EXPERIMENTS AND RESULTS 
Experiments in simulation were run using MATLABR2021a on a PC equipped with an Intel i7 processor 
running at 144 Hz and 16 GB of RAM. To evaluate the efficacy of the suggested strategy, a number of tests 
have been conducted. All the pictures are grayscale. The source photos, available at [21-23] multisensory 
image fusion respectively. Hybrid method is compared with PCA [23], DCT [22], DWT [23], FPDE 
[10].Quantitative and qualitative comparisons of the fusion techniques are made to highlight their 
respective benefits and drawbacks. To objectively evaluate the techniques, we employ the performance 
assessment measures outlined in this section. 
▓ Quality Evaluation metrics 
 The Mean, or Average Intensity, of a Combined Image is Defined as 

 AI =
1
N

 �Fi

N

i=1

  

 Entropy is used to measure the amount of spatial   Information in a signal.  Where the total number of 
grayscale value in the histogram of image is denoted by n, and pn shows corresponding normalization 
Histogram of grayscale values. The grater the value of E, the more info the picture contains.   

E =  −  � pn log2 pn 

n−1

n=0

 

 Mutual Information calculates the quantity of data transferred between two images., The Kullback-
Leibler criterion shown  below equation, which  calculates the MI among two randomly selected  
variables, where  pX(x)   indicate the marginal histograms of X (inputted image) and pF(f ) shows for F 
(fused image), also  p(X,F) (x, f) is the joint histogram.  

MI(X,F) =  � p(X,F)(x, f)log
p(X,F) (x, f)
pX(x)pF(f)

x,f

 

MI is computed using source images IR and VR separately. The results are summed to give the final MI 
score as in below equation. A higher MI score indicates that more information is transmitted from the X 
(source images) to F. 

MI =  MIIR,F + MIVI,F  
 Standard deviation indicates the contrast ratio of the image. It is mathematically defined as:  
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SD =  ���(F(i, j) − µ)2
N

j=1

M

i=1

   

where µ is the mean over the entire fused image and F(i, j) is the corresponding    pixel in the image. High 
SD attracts human attention.  

Table 2. Performance Comparison of Multi sensor images the Four Fusion Methods. 
Methods DWT PCA DCT FPDE Hybrid Method 

“Solider with Jeep.” 
Mean 4.10 3.512 2.35 2.41 4.30 

Cross Entropy 1.12 1.49 1.37 1.44 2.06 
Entropy 7.078 6.98 6.14 6.24 6.84 

Mutual information 1.64 1.56 1.48 1.50 1.65 
“Nato camp.” 

Mean 3.30 3.47 4.58 5.20 5.89 
Standard deviation 5.94 6.33 6.44 6.37 6.89 

Entropy 6.32 6.40 6.19 6.36 6.84 
Mutual information 1.50 1.59 1.29 1.43 2.03 

“ Traffic Signal” 
Mean 4.37 4.42 4.51 5.01 5.65 

Standard deviation 7.83 8.05 8.00 7.86 8.32 
Entropy 6.33 6.35 6.19 6.42 6.74 

Mutual information 1.34 1.55 2.62 1.48 2.59 
 

Infrared image Visible Image 

  
PCA DWT DCT FPDE Hybrid 

     
Figure 6 : “Solider with Jeep.” – Visual Quality comparison 

 

Infrared image Visible Image 

  
PCA DWT DCT FPDE Hybrid 

     
Figure 7 : “Nato camp.” – Visual Quality comparison 
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Infrared image Visible Image 

  
PCA DWT DCT FPDE Hybrid 

     
Figure 8: “Traffic Signal.” – Visual Quality comparison 

5. SUBJECTIVE ANALYSIS AND DISCUSSION: 
From the first table, it is obvious that the fused picture retains the high level of detail found in the individual 
source photographs. for the measures of quality. The suggested approach yields a fused picture with 
improved contrast, information, clarity, and symmetry as compared to the alternatives. 
Figure 5 seems to indicate that the created method yields better results in terms of discernibility, contrast, 
and brightness in the combined picture. Therefore, our technique can save the edges and the most 
valuable data while achieving minimal fusion artefacts and loss. Our solution not only removes block effects 
and artefacts from the combined picture, but it also recovers the original textures. 
Excellent values for the suggested method's entropy (6.84), mutual information (2.59), and as well as the 
mean (4.30), and standard deviation (8.32), indicate that the fused picture is of high quality. 
Our strategy is compared to four others (shown in Figures 4–7). When generating photographs, PCA seems 
to lose too much information, which results in blurry pictures that are difficult to make out. There is a loss 
of texture and sharpness in some areas of the three combined DWT pictures. Images fused by FPDE, such 
as the figure and sky in Figure 6 and Figure 7, have more artificial noise and muddy saliency traits. Also 
Fused pictures are often darker and lack some conspicuous elements. Images created with the Hybrid 
approach include more infrared characteristics and an excessive amount of brightness, as shown in Figure 
7. This makes for an artificial viewing experience. Our fusion approach retains more information about the 
photos' details and textures than any of the other four methods, and the images are sufficiently clear for 
human vision. 
Here, we compare our approach with the aforementioned five techniques and their respective assessment 
indicators. In Table 1, the best results of the five indicators are highlighted to indicate the objective 
assessment results of five metrics obtained by the comparative techniques and suggested approach for 
the three groups of source pictures. The results show that our approach performs better than the other 
approaches across almost four different parameters. Our approach yields fused pictures with less artefacts 
and noise and more detail and texture characteristics. The visual impression of the combined photographs 
is enhanced. In a nutshell, the suggested technique enhances human visual perception by better extracting 
and preserving detail information and texture elements from source pictures and fusing with the optimal 
scale. Furthermore, assessment criteria are used to check the suitability of the fusion findings for further 
observation and detection.  
6. CONCLUSION 
Feature extraction, fusion, and reconstruction are often proposed as three distinct steps by most state-of-
the-art approaches. Every stage is analyzed independently. Our suggested strategy, on the other hand, 
integrates and optimizes all three stages simultaneously. That allows for the establishment of more robust 
links between procedures, hence increasing the method's stability. To further improve fusion quality and 
information transfer from input photos, the suggested approach is trained using an unique loss function. 
Because of this, the resulting merged picture has excellent quantitative and qualitative qualities. The 
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effectiveness of the suggested strategy is shown by contrasting it with both deep learning-based 
approaches and state-of-the-art approaches. 
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