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Abstract: The Negative Selection Algorithm (NSA), inspired by the human immune system, has wide–ranging applications including intrusion detection, 
anomaly detection, and pattern recognition, but its application in human recognition has not been thoroughly explored. This study investigates its potential 
for human identification, particularly in bi–modal systems that combine physiological and behavioral traits. 2400 sample images from 200 individuals were 
collected and divided into training, testing, and validation data sets. Images were pre–processing and principal component analysis was used to select salient 
features. These selected features were fused at the feature level using the weighted average method and NSA was used as classifier. The behavioral feature–
based system achieved a remarkable 95% accuracy rate, with true positive (TP) and true negative (TN) rates of 141% and 144%, respectively. In comparison, 
the physiological traits–based system achieved an 89% accuracy rate. The voice–based uni–modal system outperformed others, with TP and TN rates of 
131% and 134%, respectively, with accuracy rate of 88.33%. These findings established the advantages of combining biometric features to enhance system 
accuracy. It also demonstrates that NSA can significantly improve the precision of biometric systems classification. The developed biometric systems can be 
emulated in any system that requires ultra–level of security. 
Keywords: Behavioral trait, biometric feature, bi–modal biometric, Multi–biometric, Negative Selection Algorithm 
 

1. INTRODUCTION 
The Negative Selection Algorithm (NSA) also known as Artificial Immune Systems has emerged as a 
significant technique within the realm of Immunological Computation. It has gained recognition for its 
ability to mimic the human immune system's negative selection process, which plays a vital role in 
distinguishing between self and non–self–entities (Gupta and Dasgupta 2022). By harnessing this biological 
inspiration, the NSA has proven its potential as a powerful computational tool. It exhibits the capacity to 
identify and eliminate undesirable entities while preserving and selecting the most suitable ones, this 
significantly contributed to its effectiveness as an efficient problem–solving approach. The implementation 
of NSA algorithm in anomalous and fault detection has been considered in several studies NSA was used 
by Ilhan et al., (2010) to detect faults and anomalies in system. NSA was utilized by Jie et al., (2020) and 
Dipankar et al., (2004) to find errors in the aviation control system.  Jlio et al., (2019) conducted sensitivity 
analysis of the negative selection algorithm's usage in anomaly detection systems.  For Botnet detection, 
Hosseini et al., (2021) hybridized NSA with other human–inspired algorithms. Jin et al., (2011) constructed 
a self–set for identity–based fault detection using the NSA. NSA was utilized by Maryam et al., (2013) to 
detect the possibility of dengue outbreaks. Multiple Negative Selection Algorithm was used by Marin and 
Vladimir (2017) to reduce detection error rates in IoT intrusion detection systems. A brand–new fault 
diagnosis technique was created by Yanheng et al., in 2020 using an upgraded negative selection algorithm. 
However, only a few studies have employed its one–class identification capability in human identification. 
Therefore, the performance of NSA in biometric image classification is evaluated in this study, considering 
the influences of human identification in various activities. Human identification is the process of 
recognizing and verifying the identity of a person based on their biological and behavioral characteristics. 
It has been established that the best method of human identification is biometric identification. Biometric 
identification is the use of body measurements and calculations of human characteristics, such as 
fingerprints, iris, voice, and so on, to identify and authenticate a person (Wendehorst et al., 2022). Biometric 
identifiers are unique and reliable features of a person’s body and behavior that can be measured and 
compared with an existing database. Biometric identification systems are widely used in security, law 
enforcement, banking, immigration and so on. 
2. BIOMETRIC SYSTEM 
Biometric is the process of using the inherent properties of human beings in identity creation (Vivian, 2017). 
The inherent properties can be physiological (face, fingerprint, iris, palm vain) or behavioral (signature, 
voice, gait). One of the valuable tools that is used in decision making is identity, which if not well established 
can leads to so many misinformation (Khanet al., 2011). Identity is a quality that establishes who or what a 
person or item is. There are two main methods of establishing identity: the conventional/traditional method 
and the biometric method. The conventional way involves using the information possessed by a person 
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such as name, home address, identification number, identification card and so on in identity creation, while 
biometric uses measurable properties of human in creating identity (Hong and Jain, 1998). The formal has 
been proved to be prone to so many errors such as forgery, spoofing, inaccuracy and so on. From research 
biometrics are the most secure and accurate mode of identity creation.  
Biometric involves measurement of unique physiological or behavioral human characteristics. The 
measured values can then be used for identity creation in digital realms. Biometric has been described to 
be the most reliable and suitable means of human identification (Zahid, 2012). A biometric system uses 
pattern recognition to identify people by establishing the authenticity of everyone’s possession of a certain 
behavioral or physiological feature (Kisku et al., 2011). Biometric system is of two major types: single–
biometric (uni–modal) and multi–biometric (multi–modal). Uni–modal biometric involves using a single 
biometric evidence/information in creating an identification/authentication system, while multi–modal 
biometric involves using more than one biometric evidence/information in identity creation.  
There are different types of multi–biometric systems such as multi–instance, multiple–algorithms, multi–
sample, multi–sensor, multi–modal and hybrid biometric system (Shilpa, 2013). Multi–instance involves 
fusion of evidence from the same biometric characteristic with different object expressions captured at 
different times. Multi–algorithms involve fusion of biometric evidence of the same biometric trait extracted 
using different extraction algorithms. Multi–sample is the mixture of multiple of the same samples of a 
biometric trait capture using one capturing device, while multi–sensor involves mixture of evidence of the 
same biometric trait captured using different capturing devices. Multi–modal is the process of fussing 
evidence from two or more biometric traits. A hybrid biometric system incorporates two or more of the 
many multi–biometric system varieties.  
A bi–modal biometric system combines two biometric traits to overcome the probable limitations of uni–
modal biometric system (Feng et al., 2004). Mostly, uni–modal systems suffer from the limitation of the 
biometric identifier/trait considered, however, combination of more than one identifier/trait (bi–modal 
system) allows for check and balance between the benefits and limitations of different identifiers 
(Mayhew, 2012).  Hence, this work designed bi–modal biometric systems that combined physiological traits 
(face and fingerprint) and behavioral traits (signature and voice). The six fundamental stages of a bi–modal 
biometric system are image capture, image preprocessing, feature extraction, feature fusion, classification, 
and decision–making.  
Image capturing is a stage of a biometric system at which the required raw biometric evidence or traits are 
acquired. This stage is very important because it has a great influence on the overall system performance. 
Image pre–process involves error removal and fine–tuning of the acquired image (Sumathi and Marlin, 
2013). Feature extraction involves mining of the useful and salient properties of the pre–processed images. 
In bi–biometric, feature fusion involves mixture of the salient biometric information/features gathered at 
the feature extraction stage. Care must be taken at this stage, because if the biometric features are 
heterogeneous, feature normalization must be carried before fusion. Feature normalization brings all the 
feature into common domain and helps in preventing a feature from dominating the feature samples. 
However, if the features are homogeneous such multi–sample or multi–instance system normalization is 
not necessarily required.  
Feature normalization gives all the traits equal chance of contributing during feature fusion (Prabhakar et 
al., 2003). Follows by feature fusion is classification/ image classification. Image classification is the 
decision–making stage of a biometric system because this is the stage at which the final decision about the 
identity is made.    
3. LITERATURE REVIEW 
Numerous studies have been conducted on how to enhance the functionality of biometric identification 
systems, particularly multi–biometric systems. The best level of fusion and the appropriate fusion 
technique have always been contentious issues in multi–biometric systems. In a multi–biometric system, 
features fusion can be done at various levels, including the sensor level, feature level, match score, and 
abstract/decision level fusion. The level of precision required from the system, the type of biometric 
qualities that are taken into consideration, the volume of data, and the fusion technique utilized in a certain 
system are some of the aspects that influence the optimal fusion level to choose. Numerous researchers 
have used various fusion approaches at various levels of fusion to enhance the performance of multi–
biometric systems, as discussed below.   
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In their 2021 study, Hosseini and Seilani employed Negative Selection for detecting anomalies within a 
system, where anomalies were defined as elements not conforming to the system's norm. The authors 
introduced an innovative approach for anomaly process detection, merging Negative Selection with a 
classification algorithm. They conducted experiments using the CICIDS 2017 and NSL–KDD datasets, each 
with distinct feature sets but an equal number of detectors. To refine the dataset, they utilized the WEKA 
tool for correlation–based feature selection. The effectiveness of their technique was assessed using 
various machine learning algorithms, including logistic regression, random forest, decision tree, and K–
nearest neighbors. Notably, the results revealed that their approach, referred to as NSA, outperformed all 
other algorithms in the context of anomaly detection. 
Johnson and Davis (2019) introduce a groundbreaking approach that integrates the negative selection 
algorithm with a clonal selection mechanism. The primary objective of their proposed technique is to 
enhance the algorithm's proficiency in distinguishing between patterns that are part of the system's norm 
(self) and those that deviate from it (non–self). By subjecting their method to thorough assessments using 
well–established benchmark datasets and conducting comprehensive comparisons with other pattern 
recognition methods, the study demonstrates its ability to deliver competitive performance. Furthermore, 
it underscores the algorithm's promising potential in tackling intricate challenges within the realm of 
pattern recognition. 
Anderson and Wilson (2018) propose a method that utilizes the Negative Selection Algorithm (NSA) to 
detect abnormal behavior in control systems. By generating a set of detectors that capture normal system 
behavior, the algorithm effectively identifies deviations as potential anomalies. Real–world experiments 
conducted on industrial control systems validate the approach's effectiveness in detecting anomalies, 
thereby enhancing system security and reliability. 
Thompson and Brown (2020) introduce a method that leverages the negative selection algorithm to detect 
faults and disturbances in power system measurements. The algorithm undergoes training using data from 
normal operating conditions, and any deviations from this baseline are identified as potential faults. By 
conducting assessments on a real–world power system dataset, the research illustrates the algorithm's 
proficiency in accurately detecting a wide range of fault types. This highlights NSA promising role in 
enhancing the reliability of power systems. 
In (Gawande and Hajari, 2013) a multi–biometric system that integrated facial and palm–print traits at the 
feature level was developed. This fusion of the features was achieved through the utilization of an 
enhanced K–medoids clustering algorithm in conjunction with an isomorphic graph. The process involved 
partitioning the set of invariant features into K clusters, employing the Perturbing Around Method (PAM). 
To determine the most suitable pair of graphs, an iterative relaxation algorithm was applied to all possible 
isomorphic graphs, specifically for pairs of correlated facial and palm–print images. The experimental 
outcomes demonstrated a notable enhancement in system performance attributed to the K–medoids 
partitioning algorithm, resulting in an impressive achievement of a 0.0% False Acceptance Rate (FAR) and 
an impressive 99.5% recognition rate. 
Balogun et al., (2023) devised a comprehensive multi–biometric system that amalgamated features from 
various sources, including face, fingerprint, iris, signature, and voice. They amassed a substantial dataset 
comprising over 6000 biometric samples from individuals of African descent. In this research, two distinct 
biometric systems were developed: one dedicated to each individual trait (uni–modal), and the other that 
ingeniously combined all these traits into a multi–modal system. The process entailed feature extraction 
through Principal Component Analysis (PCA), and for the multi–modal system, these extracted features 
were integrated at the feature level using the Weighted Average Method (WAM). Additionally, they 
employed the Optimized Negative Selection Algorithm as classifiers. In the comparative analysis of these 
biometric systems, it was revealed that the multi–modal system achieved the highest recognition accuracy, 
boasting an impressive 98.33% recognition rate at a recognition threshold of 0.98. In contrast, the uni–
modal systems yielded recognition rates of 90.33%, 89.67%, 89.00%, 88.33%, and 87.67%, respectively, at 
the same recognition threshold. 
In (Nulu et al., 2014) a comprehensive biometric system was developed, incorporating three distinct 
biometric characteristics: facial features, palm print patterns, and gait signatures. The selection of relevant 
features was achieved through the application of the Geometry Preserving Projections (GPP) algorithm. 
GPP was chosen for its ability to effectively discriminate between different classes while still retaining the 
subtle variations within similar classes. The training process for each biometric trait involved sub–space 
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learning using the GPP algorithm, followed by classification in a reduced–dimensional space. To facilitate 
this research, two specific data arrays were constructed, known as YALE–HKPU–USF and FERET–HKPU–
USF. The results of this study indicated a recognition rate of 90.22% for the YALE–HKPU–USF dataset and 
an impressive 93.67% for the FERET–HKPU–USF dataset when employing the Kernel Geometry Preserving 
Projections (KGPP) method. 
Falohun et al., (2016) fused the features of face and palm print at feature level using PCA and ICA for 
features extraction with the Neural Network and support vector machine as the classifier. The result of the 
bi–modal biometric system was compared with the uni–modal face and palm print biometric systems. It 
was found out that the performance is significantly improved in the case of feature fusion using ICA by 
obtaining a favorable result with a 99.17% recognition accuracy using samples collected from 40 people. 
The limitation of the work is that limited data were considered. 
In Viriri and Tapamo (2012) an innovative multi–modal biometric system was introduced, merging the 
distinctive characteristics of iris and signature biometrics. To combine these features effectively, a user–
score–based weighing technique was employed, assigning specific weights that represented the 
contribution of each biometric attribute to the final score output. Remarkably, this system exhibited 
remarkable performance results, boasting a remarkably low False Rejection Rate (FRR) of only 0.08% and 
an equally impressive False Acceptance Rate (FAR) of just 0.01%. 
Kounoudes et al., (2008) developed a system that combines the unique traits of hand geometry and palm–
print features. The feature extraction process involved Discrete Wavelet Transform, and classification was 
carried out using the Support Vector Machine (SVM) algorithm. Feature fusion was applied at the match 
score level. The experimental results were quite impressive, achieving a Genuine Acceptance Rate (GAR) 
of 99.47% and a False Acceptance Rate (FAR) of 0% when evaluated with an existing GPDS database. 
However, the limitation of this work was identified. Specifically, if a large dataset were used to test the 
developed system, there might be a potential reduction in accuracy. 
Zhang et al., (2008) developed a multimodal biometric system by integrating voice, face, finger, and palm 
features collected from a group of 30 individuals, utilizing the BOLYBIO datasets. Data collection involved 
five instances for each biometric trait (multi–instance), with four instances used for training and one for 
testing. To consolidate the information from the individual traits, a single voting scheme was applied at the 
output level. In this approach, a user is identified if many of the modalities confirm their identity; otherwise, 
the identity is rejected. This strategy capitalizes on the concept that weaker classifiers can complement 
stronger ones, resulting in enhanced performance in terms of both False Acceptance Rate (FAR) and False 
Rejection Rate (FRR), while preserving the excellent performance of the single modality system. The 
evaluation of the results demonstrated that the multi–modal system, employing the voting scheme at the 
output level, achieved the most favorable results with a remarkably low False Acceptance Rate of 1.23% 
and an equally impressive False Rejection Rate of 0.8%. 
Khan et al., (2011) developed a system that combines a selected set of facial images with the closest 
matching finger vein patterns at the score level fusion. This integration process relies on minimizing the 
Euclidean distance between these features. Face images were captured using a low–resolution web 
camera, while finger vein images were obtained using a HITACHI finger veins device. The dataset consisted 
of data from 35 CAIRO staff and students, and the system was simulated in a C# environment. Both facial 
and finger vein data underwent extraction using Linear Discriminant Analysis (LDA). The evaluation of the 
results revealed remarkable performance, with an impressively low False Acceptance Rate (FAR) of 
0.000026 and a high Genuine Acceptance Rate (GAR) of 97.4%. It's important to note that the system was 
tested on a relatively small database, which contributed to the high GAR value obtained. 
Wendehorst et al., (2022) developed a multi–biometric system by combining the features of iris, fingerprint, 
face, and palm–print. Fingerprint samples were gathered from a college, irises were sourced from the 
CASIA database, and facial and palm geometry data were obtained from standard databases. The fusion 
of features occurred at the feature level using the convolution theorem. The resulting feature vectors were 
multiplied together to create the final multi–modal template. For classification, probabilistic neural network 
(PNN) and radial basis function (RBF) methods were employed. The comparison of query features with the 
existing database for identification purposes was facilitated by an Adaptive Cascade approach, which 
utilized mean and variance values. In the verification phase, a back–propagation neural network (BPNN) 
was utilized to classify query data as either genuine or imposter. The experiment yielded the following 
results: a 2% False Acceptance Rate (FAR), a 1.2% False Rejection Rate (FRR), and a Genuine Acceptance 
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Rate (GAR) of 98.8%. However, it's important to note that these impressive performance metrics were 
obtained from a heterogeneous dataset, leading to some skepticism regarding the feasibility of such high 
performance in real–world scenarios. 
Therefore, in this study, two bi–modal biometric systems: one combining facial and fingerprint data 
(physiological traits), and the other merging signature and voice data (behavioral traits) are developed. To 
assess the effectiveness of these two systems, their recognition accuracy was evaluated by comparing 
metrics such as True Positive (TP), True Negative (TN), False Positive (FP), False Negative (FN), False 
Acceptance Rate (FAR), False Rejection Rate (FRR), and overall Accuracy with those of the individual 
biometric systems of face, fingerprint, signature, and voice. 
4. METHODOLOGY 
In this research, six different biometric systems were developed. These included a bi–modal biometric 
system that combined facial and fingerprint data (physiological traits), another bi–modal system merging 
signature and voice data (behavioral traits), and individual uni–modal systems for each of the biometric 
traits. The developed biometric systems were employed for the purpose of identification and their 
performances were compared using various metrics, such as True Positive (TP), True Negative (TN), False 
Positive (FP), False Negative (FN), False Acceptance Rate (FAR), False Rejection Rate (FRR), and overall 
Accuracy. 
A total number of 2400 of biometric samples were captured using appropriate devices. Facial data was 
obtained using a CMITECH face and iris camera, fingerprints were captured using a digital personnel 
fingerprint capturing device, signatures were recorded using a Topaz T device, and voices were recorded 
using an Android phone's voice recorder. The devices were positioned in proximity for user convenience. 
To prepare the images for analysis, they were the first image pre–processed. Image pre–processing 
involved several steps: including error elimination, pattern localization, and identification of significant 
image features. Face, fingerprint, and signature images were converted to grayscale and histogram 
equalization, image cropping, and binarization were also performed on the images. Voice data underwent 
pre–processing such as analog–to–digital conversion, silence detection, pre–emphasis, and windowing. 
Follows by image pre–processing are features extraction using Principal Component Analysis (PCA). PCA 
was chosen because of its capability to extract optimal/salient features from digital representation without 
compromising the image quality. Selected physiological traits (face and fingerprint) were fused at the 
feature level using weighted average method. Behavioral features (signature and voice) were also 
combined at the feature level using the same fusion method. However, due to the distinctive nature of the 
biometric traits involved, the selected features were normalized before fusion using the min–max 
normalization technique. Algorithm 1 outlines the steps of the min–max normalization process, and the 
formula representation of the algorithm is shown in Equation 9. 
▓ PCA Steps for Feature Extraction 
Assuming 200 images of any of the modalities considered. Using fingerprints as an example, each of which 
is 150*150 pixels. Essentially, this means each image of fingerprints and all other traits is represented by 
22500 numbers (dimensions).   
Given N–samples of any of the considered traits, such as fingerprint images, the mean vector was 
computed as follows: 

 s̅ = s1+s2+ s3………………….+ sN 
N

                                                                          (1) 

For each image vector, the mean–adjusted vector was calculated as follows:  
 s̅N = (si −  s̅)                                                                                     (2)  

All the mean–adjusted vectors were combined to create the mean–adjusted matrix: 
 Smean = (s̅i −  s̅N)                                                                                (3) 

Therefore, covariance of a matrix with dimensions 150*150, which is equivalent to an (i x j) matrix is: 
 Covi,j =  (si −  s̅). �sj − s̅�                                                                          (4) 

where,  
 s̅ is the calculated mean vector 
 siis the ith image vector 
 sj is the jth image vector  
The eigenvalues of the covariance matrix were computed using Equation (5). 

 det(λI− C) = 0                                                                                  (5) 
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where,  
 det is the determinant of the matrix 
 λ is the Eigen values associated with the matrix 
 I is the identity matrix 
The corresponding eigenvector for a given high eigenvalue is determined by employing Equation (6): 

 (λkI − C) ∗ Vk = 0                                                                                 (6) 
where, 
  λk= One of the highest Eigen values kept 
 C = covariance matrix 
 Vk= Eigen vector  
As a result, the first 15 high eigenvalues are selected, leading to the existence of 15 corresponding 
eigenvectors denoted a (V1,………..,V15). 
Eigen Vector (EV)= V1, … … … … … … . . , V15  
Basic vector SB is determined using Equation (7): 

  SB = Smean ∗ EV                                                                                 (7) 
where,  Smean is the mean adjusted matrix with dimension.  
 EV is the Eigen vector matrix 
Each sample is subsequently represented as a linear combination of fundamental vectors using Equation 
(8): 

 (15 numbers) =  �Ssample − S��T ∗  SB                                                               (8) 
where,  
 Ssample= The sample to be represented using basic vector 
 S� = The mean adjusted vector with dimension (15 ∗ 1)  
 SB = The basic vector with dimension (150 ∗  150) 
Through these procedures, each image that was originally represented by 22,500 number is now expressed 
as a concise set of 15 numbers. 
▓ Algorithm 1: Min–max normalization 
Start 
Create a vector x that contains selected feature of a biometric treat. 
Load the minimum absolute value, min(x), in the vector x. 
Load the maximum absolute value, max(x), in the vector x. 
Generate empty set of x'. 
 For each  xi, ϵ x,  
 Calculate the normalized value, x′i, using the formula: 
 x′i = (xi  – min(x)) / (max(x) – min(x)) 
 Add x′i  to the vector x'. 
 End For 
Return the normalized vector x' as the output. 
End. 

 x′ =  x−min(x)
max(x)−min(x)  

                                                                          (9)        

where; x is the initial binary representation of the image 
 x′ is the normalized value 
 Max(x) is the maximum weight  
 Min (x) is the minimum weight  
Feature normalization was applied to unify all the chosen features into a consistent domain, thereby 
facilitating their straightforward fusion. Feature fusion was accomplished using the Weighted Average 
Method described in Equation (10). This process entailed combining all the features derived from the 
biometric traits. The step–by–step execution of Equation 2 is outlined in Algorithm 2. 
▓ Algorithm 2: Weighted Average 
Start 
Initialize variables: 
sum_scores =  0 
sum_weights =  0 
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weighted_ave =  0 
IF core =  weight .  
 For (i=1; i= n; ++i)  
  Sum_score =  ∑ scorein

i=1  
  sum_weight =  ∑ weightin

i=1  
 ` weighted_score =  sum_score ∗ sum_weight 
 End For 
End IF 

weightedave =  
1
m
�weighted_score
n

i=1

 

Return weightedave 
End. 

weightedAve =  1
m
∑ weighti. scorein
i                                                          (10) 

where m represents the value employed to normalize the score within the range of 0 to 1, n denotes the 
total number of modalities, 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤ℎ𝑡𝑡𝑖𝑖 signifies the weight associated with each individual modality and 
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑤𝑤𝑖𝑖 corresponds to the matching score for each single modality. 
The classification process was carried out using the Negative Selection Algorithm (NSA). The selection of 
NSA as the classifier in this study is attributed to its capability to provide solutions to computational 
challenges, including computer security, network security, and anomaly detection problems, among others 
(Forrest et al., 1994). NSA emulates the operational principles of the mammalian immune system, with its 
primary objective being the classification of binary data or bit strings, referred to as features, into “self” 
(normal) or “non–self” (anomalous). The fundamental concept involves generating a set of detector 
features that can be utilized to classify new data or patterns (unseen data) as either “self” or “non–self.” 
According to (Hosseini et al.,2021), NSA encompasses two distinct phases: the learning phase and the 
recognition phase. 
Learning phase is the stage at which a set of self–features is used in training the algorithm using the 
negative selection technique, while recognition phase is the phase at which the trained self–feature set is 
exposed to a set of self and non–self–features for classification purposes (Ren et al., 2021). To examine the 
performance of biometric system, the system reactions to large number of queries features from both 
authorized and non–authorized subjects is usually observed. Due to the natural fluctuations and 
measurement imperfections, the result from such action can never be said to be truly certain, though can 
be predictable to a certain extent. To deal with the imperfection that may arise as a result of bias prediction, 
a particular value can be set by the users, in which match templates that fall within the value are categories 
as authentic and those below as unauthentic/intruder. This kind of template matches authentication range 
or value and is referred to as threshold value in biometric systems. 
The acceptance and rejection of a template match depends on the match score falling with the reference 
threshold. Four different affinity threshold values were observed in this research which includes (0.09, 
0.36, 0.44 and 0.98). It was observed that the affinity thresholds between 0 to 0.08 produced no 
significant observation in the performance metrics, also between 0.10 to 0.35 there was no significant 
difference, as well as between 0.37 to 0.43 and between 0.45 to 0.97. It was found out that the system 
performs better with greater accuracy when 0.98 was used as threshold value. Hence, 0.98 was used as 
reference threshold value for all the biometric systems considered in this work. 
The algorithm for NSA is as shown in Algorithm 3, while Figure1 illustrates flowchart of the NSA 
implementation. Shown in Figures 2, 3 and 4 are the block diagrams of the developed biometric systems, 
while Figure 5 and 6 showed the graphical user interface for the two developed bi–modal biometric 
systems implemented in MATLAB.  
▓ Algorithm 3: Algorithm for Negative Selection (NSA) 
Start 
Let na be the set of images features (detectors) to be trained; 
Generate C as an empty set of self–features; 
Let DT represent the set of self–features ZP (query pattern); 
 While C ≤ na  Do 
 Randomly generate set of features xi; 
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 Match = False; 
 For each set of zp ϵ DT Do 
  If similarity between xi and zp is higher than similarity/affinity threshold r then; 
  Matched = True; 
  break; 
  end If 
 end For 

If Matched= False; Then  
xi is added to C; 

end if 
End 

 
Figure1: Flowchart of the implementation of NSA 

 
Figure 2: Block Diagram of the Developed Bi–modal Biometric System of Physiological Traits (face and fingerprint) 
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Figure 3: Block Diagram of the Developed Bi–modal Biometric System of Behavioral Traits (face and fingerprint) 

 
Figure 4: Block Diagram of the Developed Uni–modal Biometric Systems 

 
Figure 5: Graphical user interface for fusion of face and fingerprint 

 
Figure 6: graphical user interface for fusion of signature and voice 

5.DISCUSSION OF RESULT 
The implementation of the designed biometric systems was executed using MATLAB 2016, Version 8.1. To 
evaluate and compare the performance of the developed bi–modal biometric systems with that of the 
developed uni–modal biometric systems, various metrics were employed. These metrics include True 
Positives (TP), True Negatives (TN), False Positives (FP), False Negatives (FN), False Acceptance Rate 
(FAR), False Rejection Rate (FRR), and accuracy.TP and TN signify the rates at which a system accurately 
accepts and accurately rejects biometric evidence, respectively. Conversely, FP and FN represent the rates 
at which a system incorrectly accepts and incorrectly rejects biometric evidence. The results are presented 
and discussed in the following sections. 
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Table 1: Result of the classification accuracies of bi–modal systems of physiological and behavioral traits 
Metrics Face and Fingerprint (Physiological traits) % Signature and Voice (Behavioral traits) % 

TP 132 141 
FN 18 9 
FP 15 6 
TN 135 144 

FAR 10 4 
FRR 12 6 

Accuracy 89 95 
It can be seen from Table 1 that the bi–modal system that combines signature and voice (behavioral traits) 
yielded TP and TN values of 141% and 144%, respectively, while the corresponding figures for the 
combination of face and fingerprint (physiological traits) were 132% and 135%, respectively. Furthermore, 
the bi–modal system incorporating behavioral traits resulted in FN and FP values of 9% and 6%, in contrast 
to physiological traits exhibited 18% and 15%, respectively. These results suggest that the fusion of 
behavioral traits leads to reduced false recognition and increased true recognition rates compared to the 
fusion of physiological traits. As a general principle, a system with lower false recognition and higher true 
recognition rates is deemed more accurate, as also affirmed by (Balogun et al., 2023). 
Table 1 also illustrates that the behavioral biometric system achieved a higher accuracy rate of 95%, whereas 
the physiological biometric system achieved 89%. This reaffirms the notion that combining behavioral traits 
enhances recognition accuracy. Figure 6 further corroborates the findings presented in Table 1, 
demonstrating that the fusion of behavioral traits exhibits significantly higher true recognition values and 
lower false recognition values compared to the fusion of physiological traits. 

 
Figure 6: Comparison of Recognition Accuracy of Fusion of Physiological traits (face and fingerprint) and Fusion of Behavioral traits (signature and voice) 

Table 2:  Result of the classification accuracies of uni–modal systems of face, fingerprint, signature and voice 
Metrics Face (%) Fingerprint (%) Signature (%) Voice (%) 

TP 127 128 130 131 
FN 23 22 20 19 
FP 20 19 17 16 
TN 130 131 133 134 

FAR 13.33 12.67 11.33 10.67 
FRR 15.33 14.67 13.33 12.67 

Accuracy 85.67 86.33 87.67 88.33 
The results of the classification accuracy of the uni–modal biometric systems are presented in Table2. 
According to the table, the uni–modal biometrics system of voice generated the highest true recognition 
values and lowest false recognition values by producing TP, TN, FN and FP of 131%, 134%, 19% and 16%, 
respectively, followed by the uni–modal system of signature which 130%, 133%, 20% and 17%. While the uni–
modal biometric system of face generated the lowest true recognition values and highest false recognition 
values by producing TP, TN, FN, and FP of 127%, 130%, 23%and 20%, respectively. The uni–modal system of 
voice also produced the highest accuracy value of 88.33% out of all the uni–modal systems developed. The 
results from all the uni–modal systems proved that biometric system based on behavioral traits is likely to 
produce better identification accuracy than biometric system that is based on physiological traits.  Figure 7 
reinforces the observation established in Table 2, demonstrating that the uni–modal biometric systems 
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based on behavioral traits exhibit superior recognition accuracy compared to those based on physiological 
traits. The better performance of behavioral traits can be attributed to the fact that people sole attention 
is needed when the behavioral data is being collected and human being can be bias to get perfect 
identification, this is the other way for physiological traits in which decision on the nature and quality of 
data captured is almost depends on the capturing devices.   

 
Figure 7: Comparison of Recognition Accuracy of uni–modal systems of face, fingerprint, signature and voice 

6. CONCLUSION & FUTURE IMPROVEMENT IN THE WORK 
This study compares the recognition accuracies of fusion of behavioral traits and fusion of physiological 
traits in biometric systems. The study was able to establish that bi–modal behavioral traits has better 
recognition accuracy than that of physiological traits. To prove further the assertion, uni–modal systems of 
all the biometric traits considered in the work were also developed and it was discovered that the uni–
modal systems of behavioral traits outperformed those of physiological traits. However, high recognition 
of bi–modal system proved that fusion of biometric traits increases the system recognition accuracy.  The 
performance of the developed systems was assessed by comparing them using the following performance 
evaluation metrics: True Positives (TP), True Negatives (TN), False Negatives (FN), False Positives (FP), 
False Acceptance Rate (FAR), False Rejection Rate (FRR), and Accuracy. 
Conclusively, fusion of biometric traits increases the overall system accuracy. 
Here are some suggested areas for future enhancements to the developed systems: 
 The identification accuracy of biometric system can be improved by fusing features of both behavioral 

and physiological traits in a single system.  
 Data used in this work were collected in an uncontrolled environment (dynamic recognition), 

implementation of the developed system can also be done using data collected in a control 
environment (static recognition), to see the effect this will have on the recognition accuracy.   
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